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1. COMPLEX NUMBERS

Introduction:

In the earlier classes we have learnt the properties of real numbers and studied
certain operations on real numbers like addition, subtraction, multiplication and division.
We have also learnt solving linear equations in one and two variables and quadratic
equations in one variable. We have seen that the equation x> +1=0has no real solution
since the square of every real number is non-negative. This suggests that we need to
extend the real number system to a larger system, so that we can account for the solutions

of the equation x*=-1. If this is done, it would be help solving the equation
ax” +bx+c = 0for the case b* —4ac < 0, which is not possible number system.

It was Euler (1707-1783) that identified a root for the quadratic equation
x* +1=0 with the symbol i. Euler called it an imaginary root and termed the numbers of
the form a+ib, a,b € R as complex numbers. However, we define complex number in a

more general way following the definitions given by Hamilton (1805-1865) as an ordered
pair of real numbers (a,b)and study their representation, equality and some algebraic

operations on the set of complex numbers. We shall also discuss some concepts like
conjugacy, modulus and amplitude of a complex number. Finally we give a geometrical
representation of a complex number and introduce the Argand plane and Argand diagram
to make out the sum, difference, product and quotient of two complex numbers
geometrically.

1.1 Complex numbers as an ordered pair of elementary operations:

In this section, we shall give a general definition of a complex number and
introduce certain algebraic operations on the set of complex numbers to develop the
algebraic structure of complex numbers.

1.1.1 Definition (Complex number):

A complex number is an ordered pair of real numbers (a,b). The set of complex
numbers is denoted by R ={(a,b)laeR, be R} = RxR.
1.1.2 Definition (Equality of complex numbers):

Two complex numbers z, =(a,b)and z, =(c,d) are said to be equal if a=c and
b=d.

1.1.3 Definitions:

(i) Addition of complex numbers

If z =(a,b)and z, =(c,d), we define z, +z, = (a,b)+(c,d) to be the complex
number (a+c,b+d).

(ii) Negative of a complex number



The negative of any complex number z = (a,b) denoted by —z is defined as
—-z=(—a,-b).

(iii) Difference of complex numbers

If z, =(a,b)and z, =(c,d), we define z, —z, = (a,b)—(c,d) to be the complex
number (a—c,b—d).

(iv) Difference of complex numbers

If z, =(a,b)and z, =(c,d), then we define their product by
2,.2, =(a,b).(c,d) =(ac—bd,ad +bc).

1.1.4 Examples:

(i)If z,=(2,3)and z, =(-6,5), then z,+z, =(2-6,3+5) =(—4,8)

(i) If z, =(6,3)and z, = (2,-1), then z, -z, = (6—2,3—(-1)) = (4,4)

(i) If 2, = (L, 2)and z, =(3,-4), then z,.z, = ((D(3) - (2)(-4), (D(-4) + (2)(3))
= (3+8,—-4+6) =(11,2)

1.1.5 Note: From the definition of addition of two complex numbers, it is clear that
aeC,BeC=a+B<C. In a similar manner «.8  C. Hence the operations addition

and multiplication are both binary operations on C.We denote «.8 by af also.

We now prove the following laws of addition on C.
1.1.6 Theorem:
(i) In C,addition is associative ie.,a+(B+y)=(a+pB)+y,foralla, B,y eC

(ii) In C, additive identity exists and is unique i.e., there exists unique = C such that
a+t=7t+a=a,foralla € C.This elementz is called the additive identity.

(iii) In C, additive inverse exists and is unique i.e., there exists unique «’e Csuch that
a+a' =a' +a=r,foralla e C.This element ¢’ is called the additive inverse of «.

(iv) In C,addition is commutativeie., a+ f=p+a,foralla, peC.
Proof: (i) Let a =(a,b),=(c,d),y=(e, f)eC, wherea,b,c,d,e, f eR.
Now (a+p)+y=((a,b)+(c,d))+(e, f)=(a+c,b+d)+(e, f)

=((a+c)+e,(b+d)+f)=((a+(c+e),b+(d+T))
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=(a,b)+(c+ed+f) =(ab)+((c,d)+(e f))=a+(B+y)
i.e., In C,addition is associative
(ii) Let o =(a,b),z =(0,0) € C, where0,a,b e R.
Now a+7=(a,b)+(0,0)=(a+0,b+0)=(a,b)=c
Also 7+a=(0,0)+(a,b)=(0+a,0+b)=(ab)=«a
i.e., there exists unique reCsuchthat a+r=r+a=q«,foralla eC.
In C, additive identity exists and is unique.
(i) Let a =(a,b),a’'=(—a,—b) e C, wherea,b,-a,~-b e R.
Now «+a'=(a,b)+(—a,—b)=(a—a,b—b)=(0,0)=7
Also o' +a=(—a,-b)+(a,b)=(—a+a,~b+b)=(0,0)=7
i.e., there exists unique ' e Csuchthat a+a'=a’'+a =r,foralla e C.
In C, additive inverse of « exists and is unique.
(iv) Let o =(a,b), 8 =(c,d) e C, wherea,b,c,d e R.
Now «+ S =(a,b)+(c,d) =(a+c,b+d)
=(c+a,d+b)=(c,d)+(a,b)=L+c.
i.e., In C,addition is commutative.

1.1.7 Note: The additive identity in Cis denoted by 0. The additive inverse of o C is
denoted by —a. We shall now establish the following theorem with multiplication as
binary operation.

1.1.8 Theorem:
(i) In C, multiplication is associative i.e.,a.(B.y) =(a.B).y,foralla, 8,y € C

(ii) In C, multiplicative identity exists and is unique i.e., there exists unique z € Csuch
that .t = 7. = a, for all « € C.This element z is called the multiplicative identity.

(iii) In C, multiplicative inverse exists and is unique i.e., there exists unique «' e C such
that a.a’'=a'.a =7, for alla € C.This elementa’ is called the multiplicative inverse of

.

(iv) In C, multiplication is commutativeie., a.f = p.«, foralla, g € C.

3



(v) In C, distributive laws holdsi.e., a.(B8+y)=a.f+a.y, (a+ ).y =a.y+ p.y,for all
a, B,y eC.

Proof: (i) Let o =(a,b),3=(c,d),y =(e, f) e C, wherea,b,c,d,e, f eR.
Now (a.3).y =((a,b).(c,d)).(e, f) = (ac—bd,ad +bc).(e, f)
:((ac—bd)e—(ad +bc)f,(ac—bd)f +(ad +bc)e)

:(a(ce—df)—b(cf +de),a(cf +de)+b(ce —df ))

=(a,b).((c,d).(e, f)) =a.(By)
i.e., In C, multiplication is associative
(ii) Let o =(a,b),z=(1,0) € C, where0,a,b e R.
Now a.r =(a,b)+(L0)=(a.1-b.0,a0+b.1)=(ab)=c
Also r.a=(1,0)+(a,b)=(1.a—0b,1b+0.a)=(ab)=«a
i.e., there exists unique z € Csuch that .z =r.a =a,foralla € C.
In C, multiplicative identity exists and is unique.

a -b
a? +b? a? +b?

(iii) Let a:(a,b),a':( je@, wherea, b, e R.

, a —b aa—b(-b) a(-b)+b(a)
Now a'a:(a'b)'(a2+b2’a2+b2j:( a’+b®> ' a’+b? j:(l,O):r

AlsO o’ = ( az ibz , a2_+bb2 j.(a, b) = [ a'zz_ fé‘zb) , a(i)jf;f)aj ~(L0)=r
i.e., there exists unique «' € Csuch that a.a’'=a'.a =7, foralla € C.
In C, multiplicative inverse of « exists and is unique.
(iv) Let = (a,b),8=(c,d) e C, wherea,b,c,d € R.
Now «.f3 =(a,b).(c,d) = (ac—bd,ad +bc) = (ca—db,da + cb)
=(c,d).(a,b) = B

i.e., In C, multiplication is commutative.

(v) Let o =(a,b),=(c,d),y =(e, f) eC, wherea,b,c,d,e, f € R.



Now a.(B+y)=(a,b).((c,d)+(e, f))=(a,b).(c+e,d+f)
—(a(c+e)—b(d + f),a(d + f)+b(c+e))
=(ac+ae—bd —bf ,ad +af +bc+be)
=(ac—bd,ad +bc)+(ae—bf,af +be)
=(a,b).(c,d)+(a,b).(e, f) =a.B+ay

Similarly we can prove (a+ ).y =a.y+ .y

i.e., In C, distributive laws holds

1.1.9 Note: From theorems 1.1.6 and 1.1.8 it follows that the set of all complex numbers
is a commutative ring with unity under the operations of addition and multiplication. This
concept will be dealt with in higher classes.

Now we can define the concept of division by non-zero complex numbers. We
establish through the following theorem.

1.1.10 Theorem:

If a, 8 Cand B = (0,0) then there exists unique z e Csuch that « = fz.
Proof: Let « = (a,b), 8= (c,d) e C, wherea,b,c,d e R.

Since g = (0,0), we have eitherc =0 ord =0 and hence c¢?+d? =0.

ac+bd bc-ad
Let Z = ,
(cz+d2 c*+d?

J. Then z e C.

— 2 _ 2 2 )
Now ﬂ.z=(c,d).(ac+bd bc adj:[ac +becd —bed +ad? bc? —adc+adc +hbd j

c?+d?’'c?+d? c?+d? ' c?+d?

_(ac?+ad® bc?+bd?
c?+d? ' c?+d?

jz(a,b)za.

Let (x,y) e C suchthat « = B.(X,y)
Then a=cx—dy andb=dx+cy

Hence x—2¢+bd andy = bc —ad

c?+d? c2+d?’

Hence (x,y)=1z.



1.1.11 Note: If g =(0,0),then the unique element z € C such that Sz =#, n being the
multiplicative identity (1,0)in C,is called the multiplicative inverse of g. it is denoted

_ : —b
b L Note that if = (a,b) = (0,0),then g*=| —2 , .
y B f=(ab)=(0,0), then (a2+b2 a2+b2j
1.1.12 Definition: For any o e C,8 e C, #(0,0), the unique z € C satisfying a = pz
denoted «/B. From this we can define the division of o =(a,b)by g=(c,d)as
,_Q [ac+bd bc—adj

c?+d? ' c?+d?

B

1.1.13 Example: If «=(2,5),8=(-14) then z:%:(_2+20 _5_8j:(§ _Ej.

1+16 '1+16 17" 17
1.1.14 Definition: Let z € C,we take z' = z. We define z" inductively for any z=0as
z if n=1
_ (01) if n=0
follows: « =(a,b)by g=(c,d)as z" = My i N0
(z)" if n<0

1.2 Expressing the complex numbers in the form a+ib:

Let us recall by a complex number we mean an ordered pair (a,b)of real numbers.
For any real number a,(a,0) is a complex number. Also (a,0)+ (b,0)=(a+b,0) and
(a,0).(b,0) = (ab,0) for any a,b € R.

This situation helps us in identifying a real numbera with the complex number
(a,O).With this identification, addition and multiplication of real numbers are same as

those of the corresponding complex numbers. For simplicity, we denote (a,0)by aand
the complex number (0,1) by i.
Then, we find that i.i=(0,1).(0,1)=(-1,0)=-1
Also for any complex number (a,b), we have
(a,b)=(a,0)+(0,b)=(a,0)+[ (b,0).(0,1)|=a+ib

Under the above identification, the additive identity 0=(0,0)in Ccoincides with
the additive identity 0in R. Similarly, the multiplicative identity 1=(1,0) in C coincides

with the multiplicative identity 1 in R.
Hence any complex number (a,b)can be represented as a+ibor a-+biwhere a

and b are real numbers and i is a complex number such that i* = —1.(that is, i is a root
of the equation x* +1=0)
1.2.1 Real and imaginary parts of a complex number Z :

Let z=a+ibja,be R, then ais called a real part of zand b is called an

imaginary part of z. These are denoted by Re(z) and Im(z) respectively. When
Re(z) =0, Im(z) =0, zis called purely imaginary.



Note that both the real and imaginary parts of a complex number z are real
numbers. Also with this representation of z in terms of real and imaginary parts, the
addition and multiplication multiplicative of complex numbers can be carried in the usual
way, with the condition that i = —1. Thus

(a+bi)+(c+di)=(a+c)+(b+d)i

(a+bi).(c+di)=(ac—bd)+(ad +bc)i

Observe that a+bi=c+diifand only if a=cand b=d i.e., two complex
numbers zand z'are equal if and only if Re(z) =Re(z") and Im(z) = Im(z').
1.2.2 Solved Problems:

4+21 3+4i
+

1. Problem: Express
1-21 2+3i

in the form a+bi, a,b e R.

4+2i 3+4i _ (4+2i)(1+2i) (3+4i)(2-3i)

SN 23 (2N (1+2i) | (2+3)(2=31)

_(4-4)+i(2+8) N (6+12) +i(8-9)
O 12—(2i)? 22 —(3i)?

10i 18—i _130i+90—5i

5 13 65

_ 90+125i 18+ 25i _@Jrgi
65 13 13 13

2. Problem: Express (1—i)’(1+i)in the form of a-+bi.
Solution: (1-i)’(1+i)=(1-i)" (1-i)(1+i)=(1+i*-2i)(1* -i?)

= (1-1-2i)(1+1) =(~2i)(2) = —4i = 0+i(-4).

3. Problem: Find the real and imaginary parts of the complex number a+ 'E
a—i
i i i in)2 2 h2 ., o
Solution: a+!b=(a+!b)(a+!b):(a+|b) _a _tz) +§|ab
a—ib (a-ib)(a+ib) a’+b’ a’+b
_a’-b*> . 2ab

= +
a’+b* a?+b?

. Real part :ﬂ, imaginary part:ﬂ_
a’+b’ aZ+b?

4. Problem: Find the multiplicative inverse of 7+ 24i



Solution: Since (x+iy)[ );_'yzjzl, it follows that the multiplicative inverse of x +iyis
X4y

>:—|y2_ Hence the multiplicative inverse of 7+ 24i is 72_24'2 _ f-e4 _T-24
X“+y 7°+24° 494576 625

1.2.3 Conjugate of a complex number:

We have already defined a complex number and art of and defined some
fundamental operations on complex numbers. We have also represented a complex
number z in the form a+ib and called a, the real part and b, the imaginary part of z.

In this section, we shall introduce the concepts of the conjugate of a complex
number z,the square root of a complex number.

1.2.4 Definition: For any complex number z = a+ib, we define the conjugate of z as

a+i(-b)and denoted by 7 ie., z=a—ib.

1.2.5 Note: (i) a+ib=a-—ib.

(iiyFor ze C, LZZ is the real part of z and % is the imaginary part of z.
i

This means that if z=a+ib, then a:% and b:%.
i

(i) If z=(a,0), then z=(a,0)=(a+i0)=(a,0)=2

Hence z is the real number < z =z < Im(z) =0.

(iv) If z=(0,b), then z=(0,b)=(0+ib)=0—ib=(0,-b)=-z
From this we have z =—z <> Re(z) =0. In particular i=—i.
1.2.6 Example:
(i) If z=2+5i, then z=2+5i =2—5i.
(ii) If z, =15+8i,z, =7-20i and z=1z2,—z,,then z=(15+8i)— (7 —20i) =8+ 28i
and z =8-28i.
1.2.7 Theorem: If «, B € C then the following results hold.
() a+p=a+p (i) ap=a.pp

(i) @ = & (iii) If B#(0,0),(a/B)=alp



Proof: (i) Letustake o =a+ib,8=c+id € C, wherea,b,c,d € R.

Then a+ B =(a+ib)+(c+id)=(a+c)+i(b+d)

a+B=(@+c)+i(b+d)=(a+c)—i(b+d)=(a—ib)+(c—id)=a+ 2

(ii) We have a3 = (a+ib)(c+id) = (ac—bd) +i(ad +bc)

af3 =(ac—bd)+i(ad +bc) = (ac—bd) —i(ad +bc) = (a—ib)(c—id) =a B

(iii)a=(a+ib)=(a—ib)=a+ib=a
(iv) Let a/ p=y.Then a = By, so that
a=py=py, (y (i)

~y=al B, (since g=0and #=0).
(alB)=alp

1.2.8 Square root of a complex number:

Let z e C.If we Cis such that w? = z, then w is called square root of z.We now
find the square root of z=a+ib.
Case (i) : Supposeb=0. Then, if a>0,w? =z=aor w=+/a,
if a<0,w?=z=aor w=+iJ-a

Case (ii) : Supposeb = 0.
Let x+iybe such that (x+iy)> =a+ib
Then a+ib = x*—y* + 2ixy.

On equating the real and imaginary parts on both sides of the above equation, we
obtain a=x*—y? b=2xy.
(X + yz)2 =(x* - y2)2 +4x?y? =a? +b?, and x* +y® =+a’+b’.
Since x2—y? =a, we have2x? =a++a? +b? and 2y? =/a? +b* —a.

2 2
Hence x /a+ a’ +b / a’ +b —-a

Since 2xy =b, both x and y have the same S|gn —either both positive or both negative
if b>0and x and y have opposite signs if b <0.

i 2 2 2 2 |
4 /a+\/z +b o /\/a +2b —-a it b>0

Hence x+jy=4 - -

i 2 2 2 2 |
4 /a+\/a2 +b i /\/a +2b —-a it b<0




If x+iyis defined as above, then it can be verified that (x+iy)*> =a+ib, so that
X +iyis a square root of a+ib.
1.2.9 Note: (i) For a positive real numbera, the notation~/a is used to denote the square

root of a. For a complex number z, the notation~/z stands for any one of the square root
of z.

(ii) If Va+ib =%(x+iy), then Ja—ib =+(x—iy).

1+i +
(i) i=+ v ~N-i= ‘f

(iv) Ja+ib++a—ib :J_r\/2a+2\/a2+b2 or i\/Z\/a2+b2 —2a.

1.2.10 Solved Problems:

1. Problem: Find the complex conjugate of (3+ 4i)(2 - 3i).
Solution: The given complex number (3+4i)(2—-3i)=6-9i+8i+12=18—i.
It’s complex conjugate =18+i.

2. Problem: Show that z, = ﬂ, z, = iare conjugate to each other.

25 (1-2i)°

T | —2+i —2+i —2+i -2+ 2—i
Solution: — = —— = - = - = - = .
@-2i)° 1+4i"—-41 1+4(-D)—-4i 1-4-4i -3-4i 3+4i

_ (2-i)(3-4i) (6-4)+i(-3-8) 2-11i
- (3+4i)(3-4i) 3% 1 42 25

2+11%i

Since this complex number is the conjugate of , the given complex numbers z,,z,

are conjugate to each other.

3. Problem: Find the square root of the complex number —5+12i.

2 2 2 2
Solution: From 1.2.8 we have a+ib_{\/a+«/a2 +b Jri\/\/a +2b a} if b>0

2

2 2 2 2
Here a=-5b=12.Hence +/—5+12i _+N5+"5 +12 +i\/\/5 +122 (5)]

10



:i{\/132—5+i\/13;5} :J_{\EHE} :i[JZ+iJ§] =+(2+3i)

1.3 Modulus and amplitude of a complex number:

In this section, we shall first define the modulus of a complex number. Then we
shall introduce the concept of amplitude of a complex number and its principle amplitude.
We shall learn how to express a given complex number in the modulus-amplitude or
polar form.

1.3.1 Definition: The modulus or absolute value of a complex number z = x+iy is

defined to be the non-negative real number 1/x2 +y?. It is denoted by |z|and is called
mod z. Geometrically the modulus|z|=|x+iy| is the distance from (0,0) to the point

(X, y).
1.3.2 Note: (i) |z2|=0V zeC.

(“) Let Z:(X1 y)EC Then, |Z|=0<:> 4,)(2_|_y2 =0
o xX2+y?=0 ©x=y=0 < z=0

1.3.3 Example: Let z=3+i. Then, |z|=[3+i|=/3*+1* =\9+1=1/10.

1.3.4 Theorem: If «, B  C, then.
(W)]o=|a] (i) |af =[a] =aa (i) |ap|=|a||F]

Proof: Let & = x+iy; X,y € R. Then, a = x+iy = x—iy=x+i(=Yy).

() || =%+ (=y)* =X +y* =[a].
(i) aa=(x+iy)(x-iy)=x*+y* =|a|
(iii) |eB]” = (@) (), (from above result (ii))
=a B.a B, (from 1.2.7(ii))
=aa. ff =|af'| B, (from above result (ii))
o=
1.3.5 Theorem: If «, 8 € C, then.

(i) [Rea| <|af;|Ima| <|a|

11



(i) |+ A" =|a|” +| ] +2Re(@p)
(i) |+ B +]er = B = 2| +| A" )

(V) |ar+ B <] +| B]
Proof: Let « =a+ib; g=c+id.
(i) Since ‘5‘2 —a’+b?a’< ‘5‘2
Hence |Rea|=|a| <|¢|
In a similar way, we can show that |Ima|<|q]
(i) |a+ A" = (a+ B)(a+ B) (. from theorem 1.3.4(ii))
= (a+ B)(a + B) (.-from theorem 1.2.7(i))
=aa+af+ Ba+ BB
—aa+ fB+af+aB(from theorem 1.2.7(ii), (iii))
=|af* +|p|" +2Re(a )
(iii) |+ B +|a— B[ =|af +|p" +2Re(@p) +|a| +|8" +2Re(a(-5))
(from above result (ii))
=|af* +| 8 +2Re(@p) +|al +| " —2Re(ap)
~2(Jaf’ +[F)
(iv) We have |a+ " = |af +| B[ +2Re(a) (from above result (i)
<laf’ +|6f +2]a B
=laf +|B[ +2|e|| | .- from theorem 1.3.4(i)(iii))
=(jal +|41)

Hence |a +/5'| < |a| +|ﬁ|
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1.3.6 Definition (Amplitude of a complex number, principle amplitude):

For any given non-zero complex number z = (x, y) there exists a @ € R such that

cosezizL;sinH:X:L. Any real number @ satisfying the above

r ’XZ + yZ r [XZ + y2
equations is called an amplitude or argument of z. However, for a given complex number
z=0there exists a unique gin the interval [—z, ] satisfying the above equations. We

call such @ the principle amplitude or principle argument of z and denote it by Argz.

For principle amplitude @, tan @ = Y and therefore g —tan (lj ifx>0.
X X

If nis an integer and @ is an amplitude of z, then (2nz + @) is also an amplitude
of z and is called the general value of the amplitude of z.

1.3.7 Note: The principle amplitude or principle argument of z = (x, y) lies in (o%j or

[%ﬂj or(_ﬂ, _%j or(_%,oj according as the point (x, y) lies in the first quadrant or
second quadrant or third quadrant or fourth quadrant and is not on the axes.

1.3.8 Definition: r(cos@+isin®),0 e(—x,x], is called the polar form or modulus

amplitude form of the complex number z = (x, y).

1.3.9 Example: Find the modulus and the principle amplitude of the complex number

~1-43i.

Solution: Let —~1—+/3i =r(cos@+isin )

Then rcos@=—1and rsing=—-/3

Lt =) +(—3)? =VI+3=Va =2
NG

Hence cos@ = ~Land sing=—-=
2 2

Since the point —1—+/3i lies in the third quadrant, we look for a solution of the above

equation that lie in [_,z, _%) We find that 9 = — + % - _2?” is such a solution.

.. For the given complex number, modulus = 2 and principle amplitude = _2_”_

13



1.3.10 Note: (i) We write (cos&+isin@)in the simplified form as cisg. You will learn
cis@=e" later. Since  i2=—-1 and  sin@+cos’d=1, we  have
cos” @ —i’sin® @ = (cos @ +isin@)(cos @ —isin @) =1.

1

From this cis@ = —F—
cos@—i1sin@

11
cos@+ising cisd

cis(—0) = cos(—#) +isin(—f) =cos @ —isin O =

(ii) We know that sin@+icos@ = cos(%—@)ﬂsin[%—@) = cis(%—ej

1.3.11 Some operations on complex numbers in the modulus-amplitude form:

Let z =(x,y)=r(cosg +ising,);z, =(p,q)=r,(cosd, +ising,). We shall
now express z,z,;z, / z,,z, # 0in the modulus-amplitude form:

z,=(x,y)=r(cosg +ising)= x=rcos6,y=rsing,.
z,=(p,q)=r,(cosb, +isinb,)= p=r,cosb,,q=r,sin G,
2,2, = (X, ¥)(P,q) = (Xp—yq, Xq + yp)

=(r,cosd,.r,cos 6, —r;sing.r,sinb,,r, cos 6,.r, sin 6, +r,sin 6,.r, cos ,)

=(r,r,cosé, cosd, —rr,sin g, sin b,, r,r, cos &, sin , + 1,1, sin g, cos 6,)

= (rr,(cos g, cos @, —sin g,sin b,), 1,1, (cos g, sin 6, +sin 6, cos 6,))

= (nr,cos(6, +6,),rr,sin(6, + 6,))

=1,r,(cos(6, +6,),sin(é, +6,))

=1 r,cis(6, +6,).

In a similar way, we can prove by mathematical induction that, whenn is a
positive integer, z,z,...z, =1,...r.cis(6, + 6, +...+6,).

z, _ x+iy _(%Y) _(XD+yq yp—xqj

Pt S =
z, p+ig (p,a) (p°+9® p*+q°

[ rcosé,.r,cosd, +rsing,.r,sin@, r;singr,cosd,—r cosar,sing,
(r, cos 6,)* +(r, sin 6,)? ’ (r,cos 6,)* +(r,sin 6,)?

14



6, -6, in(6, —o. . n .
:(rlrz cos(21 2) Al sm(21 2)j :i(cos(@—ez),sm(el—ez)) = —-Cis(6, —6,).
r r, P I
1.3.12 Note:
(i) cisgcisd, =cis(d, +6,)

.. Cisg .
=cis(8 -0,
(if) ciso ( (! 2)

2

(iii) mod(z,z,) = mod z,.mod z,
(iv) Arg(z,z,) =Argz, + Arg z, + nz, for some ne{-1,0,1}.
(v) Arg(z,/ z,) =Arg z, —Arg z, +nz, for some ne{-1,0,1}.

1.4 Argand plane:

In the earlier discussion a complex number is defined as an ordered pair of real
numbers and also defined the fundamental operations of addition, subtraction,
multiplication and division algebraically. In this section we give a geometrical
representation of a complex number.

1.4.1 Geometrical representation of a complex numbers:

Gauss was one of the mathematicians who first thought that complex numbers can
be represented on a two-dimensional plane. Gauss introduced a pair of perpendicular
coordinate axes and fixed a point P(x,y) corresponding to a given complex number

(x,y). This means that the first coordinate x and the second coordinate y in the ordered

pair denote the coordinates of the point corresponding to z = x +iy. We call this plane
the complex plane or the z~ plane and the X,Y axes as real and imaginary axes
respectively. In the discussion that follows, a point in a plane and a complex number in
are used in the same sense. For example the complex number a+ibdenotes the point
P(a,b)as shown in the following figure.

imaginary axis

P(ab
b (@.b)

0 a real axis

When complex numbers are represented in this way on a complex plane, we call
that plane, the Argand plane. In the complex plane any point other than the origin denotes
a vector. It is nothing but the directed line segment the origin and the given point. In

15



particular if the point coincides with the origin it results in a null vector. From this it
follows that the complex numbers can be represented by vectors in a plane.

1.4.2 Solved Problems:

1. Problem: Write z=-1+ \/§i in the polar form.

Solution: If z=-1++/3i =x+iy, then x=—-1 and y=4/3,
r=yx>+y? =J(-1)?+(/3)2 =1+3=/4=2
tanezlzﬁz—\/g

x -1

Since the given point lies in the second quadrant, we look for a solution of tan & =—/3

which lies in [% , ﬂ}_ We find thatg = 2?” is such a solution.

—1+-/3i= 2ci32?” or 2(cos%+isin 2?”)

2. Problem: Express z =—2-2iin the polar form with principle value of amplitude.

Solution: If z=-2-2i=x+iy, then x=-2 and y=-2,

r =\/x2 +y? =\/(—2)2 +(=2)? =Ja+4=B8=22

tanezlz_—zzl
X

Since @ satisfies —z < @ < , the value of @ satisfying the equation tan@=1 is

0=——.
4

st ) aofnl (]
Exercise 1(a)

1.1f Z,=(3,5)and Z,=(2,6)find (i) 2,2, (ii) Zz—l

2

2.If Z,=(6,3)and Z,=(2,-1)find (i) Z,Z, (i) Zz—l

2
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3.If Z=(cosH,sinh) find Z - 17

4. Find the multiplicative inverse of (i) (cos®,sin@) (ii) (7,24) (iii) (-2,1)
5. Express the following complex numbers in the form of a+ib

: , N ooa—ib o 4+3i .+ 2451 2-5i
O @=30@+4) W) 5 W aEa e a2 T3z

6. Find the conjugate of the following complex numbers
(i) 15+3i)—(4—-20i) (ii) (2+5i)(—4+6i) (iii)%
+i

7. Find a square root of the following complex numbers
(i) 7+24i (i) —8—6i (iii)—47+i83 (iv)—5+12i

8. If (a+ib)* = x+iy, find x*+y>

9. If (x—iy)** =a—ib, then show that 5% = 4(a® —b?),
a

. 2 . 2
10. Express [a+!bj _(a—!bj in the form of  x +iy.
a—ib a+ib

11. Express the following complex numbers in modulus-amplitude form
(i) 1—i (i) 1+iv/3 (i) —1—iv3 (iv)V/3+i

12. Express —«/7 +i~/21 in polar form

13. Express —1—iin polar form

Key concepts

1.1f z =(a,b)and z, =(c,d), we define z, +z, = (a,b)+(c,d) to be the complex
number (a+c,b+d).

2. The negative of any complex number z = (a,b) denoted by —z is defined as
—-z=(—a,-b).

3.1f z,=(a,b)and z, =(c,d), we define z, —z, =(a,b)—(c,d) to be the complex
number (a—c,b—d).

17



4.1f z =(a,b)and z, =(c,d), then we define their product by
2,.2, =(a,b).(c,d) = (ac—hbd,ad +bc).

5. In C,addition is associative i.e.,a+(B+y)=(a+pB)+y,foralla, B,y e C

6. In C, additive identity exists and is unique i.e., there exists unique 7 e C such that
a+r=t+a=aqa,foralla € C.This elementz is called the additive identity.

7. In C, additive inverse exists and is unique i.e., there exists unique «' e Csuch that
a+a' =a' +a=r,foralla € C.This element ¢’ is called the additive inverse of «.

8. In C, addition is commutativeie., a+f=p+a,foralla, g C.

9. The additive identity in Cis denoted by 0. The additive inverse of o e C is denoted
by —a.

10. In C, multiplication is associative i.e.,a.(B.y) = (a.B).y,foralla, B,y € C

11. In C, multiplicative identity exists and is unique i.e., there exists unique = Csuch
that a.t = 7. = a, for all « € C. This elementz is called the multiplicative identity.

12. In C, multiplicative inverse exists and is unique i.e., there exists unique o' e Csuch
that a.a’=a'.a =1, for alla € C.This elementa’ is called the multiplicative inverse of

.

13. In C, multiplication is commutativei.e., a.f= B.«,foralla, g eC.

14. In C, distributive laws holdsie., a.(8+y)=a.f+a.y, (a+ B).y =a.y + B.y,for all
a, B,y eC.

a®+b? a%+b?

15. If 8 =(a,b) = (0,0), then ﬂ-lz( a b j

16. For any o eC,8eC,8#(0,0),the unique z e C satisfying a = fz denoted o/ .
From this we can define the division of a=(ab) by pB=(c,d) as

_«a _(ac+bd bc—adj
¢’ +d? ' c?+d? )

B

17. For any complex number z=a+ib, we define the conjugate of z as a+i(-b)and

denoted by 7 ie., z=a—ib.

18. a+ib=a-ib.
19. If z=a+ib, then azizZ and b:%.
i

18



20. If z is the real number <z =z < Im(z) =0.
21. If z is purely imaginary number then z =—z < Re(z) =0. In particular i=—i.

22.If a, p eCthen

(i)a+fB=a+p (i) a.f=af

(i) @ = & (iii) If 8#(0,0),(a/B)=alp

23. Let x +iybe such that (x+iy)* =a+ib

,2 2 ’2 2
Then X:i/%,y:i’$

24. If Ja+ib =+(x+iy), then Ja—ib =%(x—iy).

2 i~ T

26. Ja+ib++/a—ib :i\/2a+2\/a2 +b? or i\/z a’+b? —2a.
27. If Ja+ib =+(x+iy), then Ja—ib =%(x—iy).

28. The modulus or absolute value of a complex number z = x +iy is defined to be the

non-negative real number /x* +y?. It is denoted by |z|and is called mod z.
29. |z|z0V zeC.

30. Let z=(x,y)eC. Then, |z|=0 < z=0

31. If «, B C,then.

(i) o] =[a] (i) o =lof =aa (i) |og =[] [
32.If a, B €C,then.

(i) [Rea] <[af;|ima| <]

(i) |+ " =|a|" +| 8] +2Re(a@p)

(i) |+ pf* +la— I = 2(jaf +[ 5 )

(iv) |a+ B <|a|+| B

33. For any given non-zero complex number z = (x, y) there exists a & € R such that
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cosezﬁzL'sin¢9=X:¢.
roYx+y? ’ rooJx+y?

equations is called an amplitude or argument of z. However, for a given complex number

z=0there exists a unique @in the interval [, ] satisfying the above equations. We

Any real number @ satisfying the above

call such @ the principle amplitude or principle argument of z and denote it by Argz.

For principle amplitude 9, tan @ = Y and therefore @ —tan (lj if x> 0.
X X

34. If nis an integer and @ is an amplitude of z, then (2nz +@)is also an amplitude of
z and is called the general value of the amplitude of z.

35. r(cos@+isin@),0 (—x, ], is called the polar form or modulus amplitude form of

the complex number z = (x, y).

36. We write (cos@+isin @) in the simplified form as ciso.

1
37. cis(-8) =
(-=0) = CIS(9
. 1
38. cis=———
cos@d—isiné@

39. sin@+icos@ = cos(——@)ﬂsin(z—@j ms(——@j
2 2 2
40. Let z, =(x,y) =r,(cosg, +ising,);z, =(p,q) =r,(cos G, +isin b, ).
2,2, = rr,cis(6, + 6,).

41. A — :—1cis(91 ~0,).

ZZ 2
42. cisgcisf, =cis(6, +6,)
43, C_'Szl _ cis(6,—6,)

2
44. mod(z,z,) =mod z,.mod z,

45. Arg(z,z,) = Argz, + Arg z, + nzz, for some ne{-1,0,1}.
46. Arg(z,/z,) = Argz, — Arg z, + nz, for some ne{-1,0,1}.

Answers
Exercise 1(a)

- 9 -2 , (9 12 ,
1. (i) (~24.28) (i) [—O mj 2. () (15,0) (i (g’g] 3. (0,2sin0)
7 -2 -1
4. (i) (cos@,—sin@) (ii) (625 625j( )(? Ej
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5. (i) 18+i(-1) (i) &2 i(

.. —8 .
i) —+—1 (iv) —+1i(0
a2+b2+ a®+b? ) " ( )13+ ©

—2ab (i 86 27 .
325 325

: - 1T
6. (i) 11-23i (ii) —38+8i (|||)T
7. (i) (4+30) (i) + (1-3i) (i) = (1+443i) (v)+(2+3])

2 2
8. (a2+b2)2. 10. onM
(a2+b2)

. 0 oot )] el 51
(iii)Z[cos[—%”]+isin(—2§ﬂ (‘V)Z[COS[%)”“”[%H
2 22 oion(Z)] 22 B 2o
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2. QUADRATIC EXPRESSIONS AND EQUATIONS
Introduction:

Algebra is an important part of mathematics, an understanding of its advanced
branches. With algebra, we can solve problems that would be difficult or impossible to solve
with arithmetic alone. Algebra has many practical applications in science, engineering,
business and industry.

Al-Khwarizmi introduced the solutions of equations. his equations were linear or
quadratic. His mathematics was done entirely in words with no symbols. The originality of
the concepts and the style of the Al-Khwarizmi’s Algebra are indeed remarkable. The word
algorithm is derived from his name.

With a system of algebraic symbols, mathematicians could think in terms of types of
problems rather than individual ones. The principal instrument for solving problems in
algebra is the equation. Algebra is also concerned with expressions and inequalities. In
algebra, we learn more about the properties of numbers and about the rules that govern
operations with numbers.

In mathematics, we cultivate appreciation of abstract concepts, for which algebra
forms the basis. It is the study of properties of abstract mathematical systems.

Now, in this chapter, we discuss some basic concepts of quadratic expressions and
equations in one variable, extreme values and relation between the coefficients and roots of a

equation up to 4" order.
2.1 Solving Quadratic equation and finding nature of roots:
In this section we discuss about the quadratic equations and their roots.

2.1.1 Definition: A polynomial is of the form ax*+bx+c, where a,b,care real or complex
numbers anda =0, is called a quadratic expression in the variable x. ax®+bx+c is called

the standard form of the quadratic expression. In this expression a is the coefficient x>, b is
the coefficient xand c is the constant term.

2.1.2 Example: 2x*+5x+7and 3ix* —(i+2)x—5 are quadratic expressions. 0.x* +2x+3is

not a quadratic expression, because the coefficient x* is zero. It is a first degree expression.

2.1.3 Definition: Any equation is of the form ax’*+bx+c=0, where a,b,c are real or
complex numbers anda =0, is called a quadratic equation in the variable X. The numbers
a,b, care called coefficients of the equation.

2.1.4 Examples:

(i) x> +2x+3=0 is a quadratic equation in x.
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(ii) 5x*> —8x = 2x+4 is also a quadratic equation, since it can be rewritten as
5x* -10x -4 =0.
(iii) 2x*+3x+2 =0 is not a quadratic equation.
(iv) 0.x2 +2x+5=0 is not a quadratic equation, because the coefficient x* is zero.
(v) ax* +¢ =0 is a quadratic equation, if a=0.

2.1.5 The roots of a quadratic equation: A complex number ¢ is said to be a root or
solution of the quadratic equation ax* +bx+c¢ =0 if aa” +ba +c¢ = 0.For example, 2 is to be
a root or solution of the quadratic equation 3x*-5x-2=0, since

32°-52-2=12-10-2=0.

2.1.6 Note: The zeroes of the quadratic expression ax” +bx+c are the same as the roots of
the quadratic equation ax’ +bx+c=0.

b++/b® —4ac
2a '

2.1.7 Theorem: The roots of the quadratic equation ax*+bx+c =0 are —

Proof: « is a root of the quadratic equation ax’ +bx+c=0

< aa’ +ba+c=0

<:>4a[aoc2 +ba+c]=0 (-a=0)
& (2aa+b)’ —b? +4ac=0

& (2aa+b)" =b? —4ac

& 2aq+b=1b? - 4ac

- b b’ —dac (-a=0)

2a

<> a

2.1.8 Corollary: A quadratic equation ax’ +bx+c = 0has two roots (not necessarily distinct)

2.1.9 Example: We find the roots of the equation Xx* —7x+12=0

On comparing the given equation with ax” +bx+c¢ =0, we have a=1,b=-7and c=12.

b++/b?—4ac

2a

By Theorem 2.1.7, the roots of ax’ +bx+c=0are —
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~(-7) +(-7)? - 4()(12)

Therefore, the roots of the equation are

2(1)
74449-48 71 T+l 7+17-1 8 6_, 4
2 2 2 22 227

Hence the roots of the equation x*—7x+12=0 are 4and 3.

2.1.10 Definition: b® —4ac s called the discriminant of the quadratic expression ax” +bx+c
as well as the quadratic equation ax® +bx+c =0and it is denoted by the symbol A.

2.1.11 Nature of the roots of a quadratic equation: Let «,f be the roots of the quadratic

equation ax” +bx+c =0, where a,b,care real numbers.

b
Case (N A=0a=p= "2 (a repeated root or a double root of ax’ +bx+c¢ =0).

Case (ii) A>0< «aand g are real and distinct.
Case (iii) A<O< aand pgare non real complex numbers conjugate to each other.

2.1.12 Note: Leta,b and ¢ be rational numbers, ¢ and g be the roots of the quadratic

equation ax’ +bx+c=0. Then

(i) a, p are equal rational numbers if A=0.

(ii) a, B are distinct rational numbers if A is the square of a non zero rational number.

(iii) «, B are conjugate surds if A >0and A is not the square of a non zero rational number.
2.1.13 Example: We show that the equation 2x* —6x+7 =0 has no real root.

On comparing the given equation with ax”+bx+c =0, we have a=2,b=-6and c=7.

So A=b? —4ac = (-6) — 4(2)(7) = 36 — 56 = —20.

b++/b?—4ac

Therefore the solutions are given by x =—

2a
_ —(-6)+-20 6+iv20 6+i2\5 3+i\5
o2 4 42

Which are non real complex numbers.

Hence the given equation has no real root.
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2.1.14 Example: Find all k such that the equation x> +2(k +2)x+9k =0 has equal roots.

On comparing the given equation with ax’+bx+c=0, we have a=1b=2(k+2) and
c=9k.

The condition that the equation ax® +bx+c¢ =0, has real roots is A =b*-4ac=0.
ie.[2(k+2)] —4(1)(9k) =0
ie,(k+2)°-9% =0

i.e.,k®—5k+4=0 This is a quadratic equation in k.

b++/b? —4ac

By Theorem 2.1.7, the roots of quadratic equation ax’ +bx+c =0are —

2a
_ +ﬂ/ 2 _
Therefore the roots are given by k = b+ 2ba dac
_—(-5)%\/(-5’-4()(4) 5+y25-16 5+\0 5+3
2(1) 2 2 2

Hence k =1k =4.

2.1.15 Example: We show that the roots of the equation X* —2px+ p>—q*+2qr—r°=0 are
rational, given that p,d,r are rational.

On comparing the given equation with ax*+bx+c=0, we have a=1,b=-2p and

c=p°-g°+2qr-r°.
So A=b’-4ac=(-2p)° -4Q)(p*-q*>+2qr—r?)

=4p*—4(p*-q* +2ar -r’)

=4(q*-2qr+1°) =4(q-1)* =[2(a- )]’

The coefficients of the given equation are rational numbers, since p,d,r are rational numbers.
Since A'is the square of the rational number 2(q—r), the roots of the given equation are
rational numbers.

2.1.16 Note: If o and A be the roots of the quadratic equation ax® +bx+c=0. Then

e —b++/b%-4ac 5= —b—+/b%-4ac

2a 2a
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—b++/b? —4ac —b—+/b? —4ac __2b _ b _coefficientof x

We have o+ = = ____
a+p 2a 2a a  coefficient of x
2
2
b++fo?—4ac |(-b-b?—dac | (D) —(qb2—4ac) b® - (b’ - 4ac)
and aff = = > = -
2a 2a da da
_dac_c_o__ constntiem (o qngra o)
4a° a a coefficient of x

b ¢
so that ax2+bx+c:a(x2+—x+—j
a a

=a(x’ —(a+B)x+apB)=a(x-a)(x-p)

2.1.17 Example: We find a quadratic equation whose roots are 3and —2.

Since 3and —2 are roots, the quadratic equation is X —(3+(-2))x+(3)(-2) =0
ie, X" —x-6=0

This is a quadratic equation whose roots are 3and —2.

2.1.18 Example: We find a quadratic equation whose roots are 2++/3and 2—+3.

Let a = 2+«/§and ,6’=2—\/§.

Now, a+,8:2+J§+2—J§=4, a.ﬂ=(2+\/§)(2—\/§) =4-23+23-3=1

Since a quadratic equation having roots are and £ is of the form x* —(a+ B)x+af =0
ie,x’—4x+1=0

This is a quadratic equation whose roots are 2+ J3and 2-43.

2.1.19 Example: We find a quadratic equation whose roots are —a+iband —a—ib.

Let « =—a+iband g =-a-ib.

Now, a+ f=-a+ib—a—ib=-2a, a.f = (-a+ib)(-a—ib) = (-a)’ - (-ib)* =a’ +b*

Since a quadratic equation having roots are and S is of the form x* —(a+ B)x+af =0
ie,x*+2ax+a’+b’=0

This is a quadratic equation whose roots are —a-+iband —a—ib.
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2.1.20 Solved Problems:

1. Problem: Find the roots of the equation 3x*+2x—-5=0.

Solution: By Theorem 2.1.7, the roots of the quadratic equation

—b++/b?—4ac

2a

ax’+bx+c=0are

Here a=3,b=2and c=-5.

Therefore the roots of the quadratic equation are

—2i1/(2)2—4(3)(—5):—Zi«/4+602—2i\/6_4 —2+8 5

= :1’——
2(3) 2 2 2 3

5 . :
Hence land ™3 are the roots of the quadratic equation.

2. Problem: Find the roots of the equation 4x* —4x+17 = 3x* —10x —17.
Solution: The given equation can be rewritten as x* +6x+34 =0.

By Theorem 2.1.7, the roots of the quadratic equation

~b++/b* - 4ac

2a

ax’ +bx+c=0are

Here a=1,b=6and c=34.

Therefore the roots of the quadratic equation are

~6+/(6) ~4()(34) _ -6+/36-136 _-6+y"100 _—6+10i _ , . . o

2(2) 2 2 2
Hence —3+5i and —3—5i are the roots of the quadratic equation.
3. Problem: Find the roots of the equation J3x% +10x 83 =0.

Solution: The given equation is J3x% +10x 83 =0.

By Theorem 2.1.7, the roots of the quadratic equation

—b++/b? - 4ac

2a

ax’+bx+c=0are

Here a=+/3,b=10and ¢ =-8/3.
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Therefore the roots of the quadratic equation are

—10++/(10)2 —4(3)(-8v3) _ ~10+100+96
2(\3) 2B

1044196 -10+14 2 A

oz 2B B

Hence 2 and —44/3 are the roots of the quadratic equation.

J3

4. Problem: Find the nature of the roots of the equation 4x* —20x + 25 =0.
Solution: The given equation is4x* —20x+25=0.

It is of the form ax® +bx+c=0

Here a=4,b=-20and c=25.

Hence A =Db*—4ac=(-20)>—4(4)(25) = 400-400 =0.
Since A'is zero and a,b,c are real, the roots of the given equation are real and equal.
5. Problem: Find the nature of the roots of the equation 3x* +7x+2=0.
Solution: The given equation is3x* +7x+2=0.

It is of the form ax® +bx+c=0

Here a=3,b=7and c=2.

Hence A=Db*-4ac=(7)"-4(3)(2) =49-24=25=5%>0.
Since A is a square number, the roots of the given equation are rational and unequal.

6. Problem: For what values of m,the equation x* —2(1+3m)x+7(3+2m) =0 will have
equal roots.

Solution: The given equation is X* —2(1+3m)x+7(3+2m) =0
It is of the form ax® +bx+c=0
Here a=1,b=-2(1+3m)and ¢ =7(3+2m).

The given equation have equal roots <= A =0.

Now, A =b? —4ac = (~2(1+3m))? — 4(1)(7(3+ 2m))
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= 4(1+3m)? — 4(21+14m)

=4[ (1+9m” +6m) — (21+14m) |

— 4(9m? —8m—20) = 4(9m +10)(m —2) = 36(m +%)(m—2)

Since A=O<:>m=—%,m=2

10
Therefore the roots of the given equation are equal iff m = 3 m = 2.

7. Problem: Form a quadratic equation whose roots are 2J3-5and —2/3-5.
Solution: Let & = 2y/3—5and p= —23-5.
Now, &+ 3 =2+/3-5-2/3-5=-10,
a.p=(23-5)(-2y/3-5)
= (23)(-24/3) - (243)(5) - (5)(-2V/3) ~ (5)(-5)
= -12-10/3+10/3+25 =13.
Since a quadratic equation having roots area and S is of the form x* —(a + f)x+af =0
ie,x*+10x+13=0
This is a quadratic equation whose roots are 2J3-5and —2/3-5.

2.2Finding out Maximum and Minimum values of a Quadratic expression:

In this section we shall discuss the Maximum and Minimum values of a quadratic
expression ax’ +bx + ¢ with real coefficients depends on the coefficient a of x2.

2.2.1 Maximum and Minimum values:

The extreme values of a quadratic expression with real coefficients depend on the sign
of the coefficient of x*.We state this fact in the following theorem.

2.2.2 Theorem: Suppose a,b,ceR,a=0and f(x)=ax’+bx+c

. - b i :
(i) If a>0,then f(x)has absolute minimum at X = o2 and the minimum value is
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dac —b?
4a

. . b . .
(if) If a<0, then f(x)has absolute maximum at X = 23 and the maximum value is

dac —h?
4a

(The proof of this theorem is beyond the scope of this book).
2.2.3 Note: When a,b,c e R, the minimum or maximum values of f(x)=ax*+bx+c
can be found by using method of calculus. On differentiating f (x), we get
f'(x)=2ax+b and f"(x)=2aVxeR.
Now f'(x)=0< 2ax+b=0< x:—%.
(i) If a>0,then f"(x)>0V x e R and hence from the differentiation rules f (x) has local

. b :
minimum at X = s and has no local extremum at any other point. Hence f(x) has

dac —h?

- b - :
absolute minimum at X = "2 and the minimum value of f(x) is
(if) If a<0,then f"(x) <0V xeR and hence from the differentiation rules f (x) has local
. b .
maximum at X = %2 and has no local extremum at any other point. Hence f(X) has

dac —h?

: b . :
absolute maximum at X = o and the maximum value of f(X)is

2.2.4 Note: When a,b,c e R, the quadratic expression ax® +bx+c has no maximum
value when a >0 and no minimum value when a <0.

2.2.5 Solved Problems:

1. Problem: Find the maximum or minimum value of the expression 3x* +4x+1.

Solution: The given expression is 3x* +4x+1.

It is of the form ax® +bx+c.
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Here a=3,b=4and c=1.

Since a=3>0, the expression 3x* +4x+1 has absolute minimum and the minimum value is
dac-b®> 43)1)-(4)* 12-16 1

4a 4(3) 12 3

This expression has no maximum.

2. Problem: Find the maximum or minimum value of the expression 4x—x* —10.
Solution: The given expression is 4x —x* —10.

It is of the form ax® +bx +c.

Here a=-1,b=4and ¢c=-10.

Since a=-1<0, the expression 4x—x*-10 has absolute maximum and the maximum value
< dac-b®  4(-1)(-10)-(4)> 40-16
4a 4(-1) -4

—6.

This expression has no minimum.

3. Problem: Find the value of x at which the following expression x* +5x+6 have
maximum or minimum.

Solution: The given expression is x> +5X +6
It is of the form ax® +bx +c.
Here a=1b=>5and c=6.

b 5 5
Since a=1>0, the expression x*+5x+6 has absolute minimumat Xx=——=—-——=—=,
2a 2 2

4. Problem: Find the value of x at which the following expression 2x—x*+7 have
maximum or minimum.

Solution: The given expression is 2x—x*+7

It is of the form ax® +bx+c.

Here a=-1b=2and c=7.

b 2
Since a=-1<0, the expression x> +5x+6 has absolute maximum at X = ~%a = _ﬂ =1.
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Exercise 2(a)

1. Find the value of K, if the equation x* + 2(K + 2)x + 9K = 0 has equal roots.

2. Find the nature of the roots of the following equations
(i) 4x* —20x+25=0 (ii)3x* +7x+2=0 (iii)2x*—8x+3=0
(iV)9x* —30x+25=0 (V)x* —12x+32=0 (vi)2x*-7x+10=0

3. Obtain the quadratic equations whose roots are given below:
M) 2 Mmz0on=0) (i) —3+5i
n m
4. If the following equations have equal roots, find the value of m:

i) (M+D)x*+2(m+3)x+(M+8)=0

(i) 2m+Dx*+2(m+3)x+(M+5)=0

(iii) BM+)X* +2(m+Dx+m=0

(iv) x*-m(2x—-8)-15=0

5. Find the minimum & maximum values of the following quadratic expressions:
(i) 3x* +2x+11  (ii)2x—7-5x* (iii)4x-5x*+2  (iv)x*—5x+6
(V)I5+4x-3x*  (Vi)x* —=x—7 (Vii)2x+5-3x* (vi)l2x—x*—-32

2.3 Relation between the roots and coefficients in an equation up to order 4:

In this section we define a polynomial of degree nand derive the relation between
roots and coefficients of the polynomial equation up to order 4.

2.3.1 Definition: If n is a non-negative integer and ay,a,,a,,...a, are real or complex
numbers and &, = 0, then an expression f(x)=a,x" +a X" +a,x"*+..+a, ..(I)iscalled a
polynomial in x of degree n. Here a,,a,,a,,...a,are called the coefficients of the polynomial
f(x), while a,is called the leading coefficient of f(x),a, is called the constant term or
absolute term of f(x)and a, is called the coefficient of x"'.

Sometimes a polynomial in x of degree n is represented Dby
f(x)=a, +ax+ax* +..+ax" ..(I)If a, #0,then a,is called the leading coefficient of

f(x),a, is called the constant term or absolute term of f(x)and &, is called the coefficient

of x'.

By definition a X" +a X" +a,x"? +...+a, =b X" +bx"" +b,x"? +...+b, if and only
if a, =b,,vk=12,3,..n.
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We note that a non-zero constant is a polynomial of degree zero. The constant zero is
called the zero polynomial and its degree is not defined.

A polynomial with leading coefficient 1 is called a monic polynomial.

Any polynomial p(x) of degree n>1can be written as p(x) = a,p,(X), where a,is the

leading coefficient of p(x) and p,(x) is a monic polynomial of degree n.

If f(x)is a polynomial of degree n>0, then the equation f(x)=0 is called a
polynomial equation of degree n. It is also called as an algebraic equation of degree n.

If f(x)=a,x"+ax" " +aXx"?+..+a, isapolynomial and « is a real or complex

number, then we write f(a)for a,@"+aa" +a,a"* +...+a,.

A real or complex number « is said to be zero of a polynomial f (x) or a root of the
equation f(x)=0, if f(a)=0.

If f(X)=a,x"+aX" " +a,x"?+..+a, and g(x)=bx" +b X" +b, X" +..+b, are
polynomials of degree n and m respectively with n<m, with out loss of generality then we

can define the addition and multiplication of polynomials which satisfy all the arithmetic
properties of real or complex numbers except the existence of reciprocals of nonzero
polynomial.

The main object of the theory of equations is to find roots of a polynomial equation
f(x) =0, i.e.,tosolve the equation f(x)=0.

2.3.2 Theorem (Remainder Theorem):

Let f(x)be a polynomial of degreen>0. Let a e C.Then there exists a polynomial
q(x) of degreen—1 such that f(x)=(x—a)q(x)+ f(a).

Proof: Let f(x)=aX"+ax" " +a,x"?+..+a,
Now define b, =a,, b, =a, +ab,,b, =a,+ab,,...,.b,=a, ,+ab, ,and
q(x) =, X" +bx"? +b,x"° +...+b _, x+b, ,
Then, (x—a)q(x) = xq(x) —aq(x)

= X(byX"* +b X" + b, X" +..+b, , x+b, ;)

—a(o, X"t +bx"? +b, X" +...+b _, x+b, )
—b,x" + (b, —ab,)X"* + (b, —ab,)x" 2 +...+ (b, —ab, ,)x—ab

=a X" +aXx" +a, X" +..+a _x-ab ,
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=f(x)—a,—ab, ,
Hence, f(X)=(x—-a)q(x)+a,+ab, , =(x—a)q(x)+c, where c=a,+ab,_,.
By substituting x =awe get that f(a)=0.q(a)+cso that c = f(a).
Therefore f(x)=(x—a)q(x)+ f(a).

2.3.3 Note: Let f(x)be a polynomial of degreen>0. Let acC.We say that x—a isa
factor of f(x), if there exists a polynomial q(x) such that f(x)=(x—a)q(x).

2.3.4 Corollary: Let f(x)be a polynomial of degreen>0. Then x—a is a factor of f(x) if
and only if f(a)=0.

2.3.5 Theorem (Fundamental Theorem of Algebra):
Every non constant polynomial equation has at least one root.
(The proof of this theorem is beyond the scope of this book).

2.3.6 Theorem: The set of all roots of a polynomial equation f(x) =0 of degreen>0 is non
empty and has at most nelements. Also there exista,, @, ,...,c, (which may not be distinct) in

C suchthat f(x)=a(x—a)(X—a,)...(X—¢,), where ais a leading coefficient of f(x).

Proof: We prove the theorem by induction. The result is true when n=1 (since in this case
f(x) =a(x—a)for somea).

Assume the truth of the theorem for n—1where n>2. Now suppose that f(x) is a
polynomial of degree n with leading coefficient a. Then by Fundamental Theorem of
Algebra f (x) has at least one root say ;. Then by Corollary 2.3.4, X—¢, is a factor of f(x)

and f(x)=(x-a)a(x) ..(1)

where q(x) is a polynomial of degree n—1. Since the leading coefficient of f(x) isa, the
leading coefficient of q(x) is also a. Now, by the induction hypothesis, there exist

a,a,,...,a, in C suchthat q(x)=a(x—-a,)..(x—¢,) ...(11)

From (I)and (I), we have f(x)=a(x—a)(X—a,)..(X—,).

2.3.7 Note: (i) From Theorem 2.3.6 it follows that a polynomial equation of degree n >0 has
at most n distinct roots.

(ii) Let f(x) is a polynomial of degree n>0 with leading coefficienta. If «,,,...,a, and

B By, B, are complex numbers such that

F(X) =alx-a)(x-a,)...(x-a,)
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=a(x—B)x=,)...(x=5,),

then using the principle of mathematical induction, it can be shown that (8, 5,,.... 3,) isa

permutation of (¢, a,,...,@,).

@iii) If  f(x) is a polynomial of degree n>0 with leading coefficient a and
a,0a,,....,a,€C are such that f(x)=a(x—-a)(Xx-a,)..(x—a,) then &,a,,...,a, are the
roots of the polynomial equation f (x) =0.

For example if f(x)=(x-1)%(x—2) then 1,1,2 are the roots of f(x)=0.

2.3.8 Corollary: Suppose n is a positive integer, &,,8,,...,a, and b,b,,...,b, are complex
numbers such that

" +aa" +a,a"’ +..+a =ba" +ba"t +b,a" +...+b,
for more than ndistinct elements « in R.Then a, =b, for 0<k <n,

2.3.9 Note: If f(x)and g(x) are two polynomials such that f(a) = g(«) for infinitely many
numbers «, then f(x)=g(x).

2.3.10 The relation between the roots and the coefficients:
Let us consider the n" degree polynomial equation
X"+ p X"+ X" 4+ p X+ p, =0.
Let o, ,,...,x, beits roots.
Then we have
X"+ P X"+ P X"+ P X+ P, = (X— ) (X—a,)...(X—a,)

=X"—(a +at, +..ta, )X
+(aa, + a0, + .+, ,a, )X

+ot+t()",..c,.

On equating the coefficients of like powers of x in this equation and denoting the sum of
products of the roots taken r at a time by s,, we get

—p,=5,= ) o (sum of the roots),

i=1
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n
p,=S,= Z a;; (sum of the product of the roots taken two at a time),

I<i<j<n

n
—P;=8; = Z a;a;0, (sum of the product of the roots taken three at a time),

1<i< j<k<n

(-D"p, =s, =aa,,..a, (product of the roots).

These equalities give the relation between the roots and the coefficients for any
polynomial equation whose leading coefficient is 1.

2.3.11 Note: (i) If the leading coefficient of f(x) is a,then on dividing each term of the
equation f(x)=0 by a, # 0, we get

§ . a a
Ay By, Oy, &g

8 8y 8 &

n

X +

whose roots coincide with those of f(x)=0.
In this case, the above relations reduce to

a, . .
S, :—i,s2 :ﬁ,...,sn =(-D" " ie,s, =(—1)rifor 1<r<n.
2 8 20

N

(i) For n=2, we get a quadratic equation x>+ p,x+ p, =0.

Let o, and a, be its roots.

Then s, =a, +a,=—p, and s, =, = P,.
(iii) For n =3, we get a cubic equation x>+ px*+ p,x+ p, =0.

Let a;,a,and a,be its roots.

Then s, =, +a,+a, =—p,, S, =, + A, + o, = P, and S; = ,a,0, = P;.
(iv) For n =4, we get a bi-quadratic equation x* + p,x* + p,x* + p;x+ p, =0.

Let o, ,,a5and «, be its roots.

Then s,=a,+a, +a,+a, =—p,,

S, =, + A0, + 0,0, + 00 + o0, + L0, = Py,
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33 =0,0,0, + a,oLa, + oL, ,0 + oo, =— p3
and s, = a0, = P,
2.3.12 Solved Problems:
1. Problem: Find the polynomial equation of degree 3whose roots are 2,3and 6.
Solution: The required polynomial equation is (x—2)(x—3)(x—6) =0.
On simplification, this reduces to x* —11x* +36x—36 = 0.
2. Problem: If «, S are the roots of the equation ax” + bx + ¢ = 0then find the following

()a?+ 7 (ii)a® + S (|||)—+ﬁ (V) f +a’ g -~ a +§_2

Solution: Given that «, A are the roots of the equation ax* +bx+c¢=0

On dividing the equation by a, we get X* +gx+§ =0 ()

On comparing equation (1) with x*+ p,x+ p, =0, we have pl:g, p, = ¢

Since «, f3 are the roots of the equation (I). Then a+,8=—p1:—g,aﬂ: p,=—

Now, (i)a? + % = (a+ B)* —2a

b 2 C b?> 2c b?*-2ac
Ta a  al

bY _cf b) b® 3bc b®+3abc
= —— —3— _— :—3+ 2 = 3
a a a a

b® —2ac
o1 1 aP+p a2 b*>-2ac\(a®) b*-2ac
(i) —+—=—7—-= = 3 — | 7=
a” p a“.p (cj a c c
a
b3+3ach

(V)a* B+ B = (o + ) = ( j[ :

a

c* \(b*+3abc) bc*+3abc®
At a’ B a’
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a2+ﬂ2 a2+ﬂ2_a2+ﬂ2

(V)a72+ﬂ72:i i_az"’ﬂz
0!2 ,32 azﬂz
(2 2 azﬂz _ 22_22_ﬁ
=(a"+p )—(a2+ﬁ2)—aﬂ —Eaj ra

3. Problem: If «, 3,y are the roots of the equation 3x* —10x* +7x+10 = 0 then find
af+ Py +ya

Solution: Given that «, £,y are the roots of the equation 3x® —10x* +7x+10=0

On dividing the equation by 3, we get x° —%xz +%x+% =0 (1)
- - - 3 2 10
On comparing equation (I) with x”+ p,x*+ p,x+ p, =0.we have p, = 3 p,= 3 P, = 3

Since a, A,y are the roots of the equation (I). Then > aB=af + By +ya=p,= %

4. Problem: Find the relation between the roots and the
coefficients  of the equation x* —2x° +4x* +6x-21=0.

Solution: Given equation is X* —2x*+4x*+6x-21=0  ..(I)

On comparing equation (1) with x* + p,x® + p,x* + p,x+ p, = 0.we have

pl = _21 p2 = 41 p3 = 6 and p4 = _21
Let a, 8,7 and o be its roots.

Then s, =) a=-p, =2,

Szzzaﬂ: p, =4,

and s, =afyd =p,=-21L

5. Problem: If 1, 2, 3, 4 are the roots of x* +ax®+bx? +cx+d = 0then find the values of
a,b,c,d.

Solution: Given equation is x*+ax’+bx*+cx+d=0  ..(I)

The equation having roots 1,2,3and 4is (x—1)(x—2)(x—3)(x—4)=0
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e, x*—10x> +35x> —50x+24 =0

On comparing equation (I) with (1) we obtain a =-10,b=35,c=-50 andd = 24.

6. Problem: If «, B, 7 are the roots of the equation X* + px* +qgx+r =0, then find

i)Y ep (i) Zé (i) Y a2 (iv) Y

Solution: Given that «, A, y are the roots of the equation x* + px* +gx+r =0

Since «, 3, y are the roots of the equation (1). Then

Za=a+ﬂ+7=—p, Zaﬂ=a,8+ﬁ;/+7a=q, afy =—r.

Now, (i) > af =af+ By +ya=q,

iysi_ 1. 1. 1 af+fr+ya_ q
W za_a+ﬂ+7 oy r'

(iii) Zaz =o'+ +°

We have (a+ B +7y)* =a’+ B2 +y* +2af+ 2By +2ya
Sa’+ B +y =(a+p+y) -2(cB+ Py +ya)
=a’+p°+y°=(-p)*-2(q) = p* - 2q.

(iv) Zas =’ + B+

We have &® + 8 +7° —3afy = (a+ S+ 7))@’ + > +¥* —af - By — ya)

=(a+p+y)(a+B+7y) —2af+ Py +yra)—af— By —ya)

=(a+p+y)(a+p+y) —3ap+ Py +ya)

= a’+ 2+ =(a+B+7)(a++y) —3(af+ By +ya))+3afy

= a’+f°+7° =(-p)((-p)’ —3(q)) +3(-r) =3pg— p* —3r.

Exercise 2(b)

1. Find the polynomial equation of lowest degree whose roots are given below:
()1,2,3 (ii)—-1,-2,-3 (iii)2,-2,3 (iv)2,2,—4 (v)2+3i,~4

2. If a, p are the roots of the equation x* + x +1= 0then find the following
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e+ 5% (i)a®+p° (III)_+ﬂ_ (iV)ya'p +a'p’ (v) @ +§_2

3. If «, B, y are the roots of equations 4x® —6x* + 7x+3 = Othen find aff + By + ya

4. If the product of the roots of the equation 4x® +16x* —9x —a =0, is 9 then find a.

5. If —1,2, « are the roots of the equation 2x® + x* —7x—6 =0, then find «.

6. If 1,—2,3are the roots of the equation x*®—2x* + ax+6=0,then find a.

7. If a, 8,y are the roots of the equation x* + px*+qx+r =0, then find (i)Z%
(94
.. 1
i)y =
( )Za
8. Solve the equation x° —3x* —16x+48 = 0, given that the sum of two of its roots is zero.

9. Find the condition that x* — px* —gx —r = 0may have the sum of two of its roots is
zero.

10. Find the relation between the roots and the coefficients of the
equation

3x* -10x* +7x+10=0
11. From a polynomial equation of the lowest degree, whose roots are

(i)—2,-2,2,2and (ii)1,3,5,7
Key concepts

1. A polynomial is of the form ax*+bx+c, where a,b,care real or complex numbers
anda =0, is called a quadratic expression in the variable x. ax®+bx+c is called
the standard form of the quadratic expression. In this expression a is the coefficient
x?, b is the coefficient xand ¢ is the constant term.

2. Any equation is of the form ax’+bx+c=0, where a,b,c are real or complex
numbers anda =0, is called a quadratic equation in the variable x. The numbers
a,b, care called coefficients of the equation.

3. A complex number « is said to be a root or solution of the quadratic equation
ax’ +bx+c=0 if aa®+ba+c=0.

4. The zeroes of the quadratic expression ax’ +bx+c are the same as the roots of the
quadratic equation ax® +hbx+c =0.
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—b++/b? —4ac
2a '
6. A quadratic equation ax® +bx+c = 0has two roots (not necessarily distinct)

5. The roots of the quadratic equation ax’ +bx+c=0 are

b? —4ac is called the discriminant of the quadratic expression ax” +bx+c as well as
the quadratic equation ax” +bx+c =0and it is denoted by the symbol A.
8. Let «,f be the roots of the quadratic equation ax’+bx+c=0, where a,b,c are

b
real numbers (i) AzO@a:ﬂ:—Z (a repeated root of ax’+bx+c=0). (ii)

A>0< aand g are real and distinct.

(i) A <0< aand #are non real complex numbers conjugate to each other.
9. Leta,b and c be rational numbers, @ and g be the roots of the quadratic equation
ax’ +bx+c=0. Then (i) a, B are equal rational numbers if A=0. (ii) a, B are

distinct rational numbers if A is the square of a non zero rational number.
(iii) a, B are conjugate surds if A>0Qand A is not the square of a non zero

rational number.
10. If « and S be the roots of the quadratic equation ax” +bx+c=0. Then

e —b++/b? —4ac pe —b—+/b*—4ac
2a e 2a

b coefficient of x
We have a+pf= ——=- — > and ap
a coefficient of x

C constant term
=—= (a=0)

a  coefficientof x*'

11. If « and S be the roots of the quadratic equation ax® +bx+c=0. Then
ax’ +bx+c=a(x—a)(x—-p)

12. Suppose a,b,ceR,a#0 and f(x)=ax’+bx+c (i) If a>0, then f(x) has

dac —h?

absolute minimum at X=—£ and the minimum value is (ii) If a<0,

4ac—h?

b
then f (x) has absolute maximum at X = o2 and the maximum value is
13. When a,b,ceR, f(x)=ax’+bx+c

(i) If a>0,then f"(x)>0V xeR and hence from the differentiation rules f (x) has
local
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. b :
minimum at X = “oa and has no local extremum at any other point. Hence f(x)

has

dac —h?

- b - :
absolute minimum at X = "3 and the minimum value of f(x)is

(if) If a<0,then f"(x) <0V xeR and hence from the differentiation rules f (x) has
local

. b .
maximum at X = " and has no local extremum at any other point. Hence f(x)

has

dac —h?

: b : :
absolute maximum at X = "o and the maximum value of f(X)is

14. When a,b,c e R, the quadratic expression ax’ +bx+¢ has no maximum
value when a >0 and no minimum value when a <0.

15. If n is a non-negative integer and a,,4a,,4a,,...a,are real or complex numbers and
a, # 0, then an expression f(x)=a,x"+ax" ' +a,x"*+..+a, ..(l)iscalled a
polynomial in x of degree n. Here a,,a,,a,,..., are called the coefficients of the
polynomial f(x), while a,is called the leading coefficient of f(X),a, is called the

constant term or absolute term of f(x)and a, is called the coefficient of x".

16. If f(x)=a,x"+ax" " +a,x"?+..+a, isapolynomial and « is a real or complex

number, then we write f(a)for a,@"+aa" +a,a"* +...+a,.

17. A real or complex number « is said to be zero of a polynomial f (x) or a root of the
equation f(x)=0, if f(a)=0.

18. (Remainder Theorem): Let f(X) be a polynomial of degreen >0. Let ae C.Then
there exists a polynomial q(x) of degreen—1 such that f(x)=(x—-a)q(x)+ f(a).

19.Let f(x)be a polynomial of degreen>0. Let aeC.We say that x—a is a factor of
f(x), if there exists a polynomial q(x) such that f(x)=(x—a)q(x).

20. Let f(x)be a polynomial of degreen>0. Then x—a is a factor of f(x) if and only
if f(a)=0.

21. Every non constant polynomial equation has at least one root.
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22.The set of all roots of a polynomial equation f(x)=0 of degreen>0 is non empty
and has at most n elements. Also there exista,, @,,...,c, (which may not be distinct) in

C suchthat f(x)=a(x—a)(X—-a,)..(X—¢,), where ais a leading coefficient of

f(%).

23. A polynomial equation of degree n> 0 has at most ndistinct roots. If f(x) isa
polynomial of degree n>0 with leading coefficienta and ¢,,,,...,, € C are such that
f(x)=a(x-a)(X—a,)..(Xx—a,) then &, a,,...,a, are the roots of the polynomial
equation f (x) =0.

24.Suppose N is a positive integer, a,,a,,...,a, and b;,b,,...,b, are complex numbers
suchthat a,a" +aa" +a,a"? +..+a,=ba" +ba" " +b,a"? +...+b, for more than n

distinct elements « in R.Then a,=b, for 0<k <n.

25.. If f(x)and g(x) are two polynomials such that f(«)= g(«) for infinitely many
numbers «, then f(x)=g(x).

26. .Let us take X"+ p X"+ p,x"? +...+ p,_ X+ p, =0 as n" degree polynomial
equation.

Let oy, ,,...,a, beits roots. Then we have

—p,=5,= Y ¢ (sum of the roots),

i=1

n
p,=8,= Z a;a; (sum of the product of the roots taken two at a time),

I<i<j<n
n
—pP;=S5= Z a;a;a, (sum of the product of the roots taken three at a time),

1<i< j<k<n

(-D"p, =s, =aa,,..a, (product of the roots).

These equalities give the relation between the roots and the coefficients for any
polynomial equation whose leading coefficient is 1.
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27.(i) If the leading coefficient of f(x) is a,then on dividing each term of the equation

& Lyrry By

8 8y

coincide with those of f(x)=0. In this case, the above relations reduce to

f(x)=0 by a, #0,we get X" +—=x""+ + % _ g whose roots

S, =—ﬁ,s2 =i,...,sn =(—1)”i; ie,s, =(—1)'ifor 1<r<n.
8 8

8y

(i) For n=2, we get a quadratic equation x>+ px+p, =0. Let o, and a, be its roots.
Then s, =a,+a,=—p, and S, =a,a, = P,.

(iii) For n =3, we get a cubic equation x>+ p,x* + p,x+ p, =0.Let a;, 2, and a,be its
roots.

Then s, =a,+a,+a,=-p,, S, =y, +a,0, +a,a, = P, and S; = a 0,0, = P,
(iv) For n =4, we get a bi-quadratic equation x* + p,x* + p,x* + p;Xx+p, =0
Let o, ,,a;and «, be its roots.
Then S, =ay + @, + s+, =—Py, S, = A, + Ayl + Al + Q0L + 0, + 00, = Py,
Sy = UL + AL,00, + Qa0 + LA, =—P, and S, = aL,a,0, = P, .

Answers
Exercise 2(a)

3. K=1K=4

4. (i) real & equal (ii) rational & distinct (iii) real & distinct
(iv) rational & equal (v) rational & distinct (vi) conjugate complex numbers

3. (i) mnx* +(n*—m’)x—mn=0 (ii)x* +6x+34=0

4. (i) %(ii) ot J_(m)— 1(iv)3,5

. . 32 .. . 34 . . 14
5. (i) minimum value ?(u) maximum value 3 (iit) maximum value =
: . 1 . 49 . - 29
(iv) minimum value 2 (v) maximum value 3 (vi) minimum value Y
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(vii) maximum value % (vi) maximum value 4

Exercise 2(b)

w

() x® —6x*+11x—6 =0 (ii) x> + 6x* +11x+ 6 =0 (iii) x* —3x* —4x+12=0

(iv)x® —12x+16=0 (v) x*-3x+52=0

4. (i)-1 (ii)2 (iii)—1 (iv)2 (v)1 3.% 4.36 5. —g 6. -5

~

2
O @)-3 8344
r r
10

9. pg=r 10. Za=%2aﬁ=7, aﬂy:—g

11. (i)x* —8x*+16 =0 (ii) x* —16x® +86x* —176x+105=0
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3. BINOMIAL THEOREM

Introduction:

Binomial means two terms connected by either + or — We have come across
many expansions of Squares, Cubes etc. of a binomial in earlier classes. For example

= x> +3x°y +3xy’ + y°
=x°—3x’y +3xy’ - y°
=X +4x°y +6x°y? + 4xy® + y*

Each of these is a expansion of a power of the sum or the difference of two terms.
These are called binomial expansions. The quotients 1,1 in the expansion of (x + y)l,
1,2,1 in the expansion of (x+y)*, 1,3,3,1 in the expansion of (x+y)’, 1,4,6,4,1 in the

expansion of (x+ y)4 etc. are called binomial coefficients. From the above examples we
observe that the coefficients in these expansions are as follows.

Index Coefficients

1 1 1

2 1 2 1

3 1 3 31

4 1 4 6 4 1
5 1 5 1010 51
6

Fig3.1

From the above diagram we observe the following pattern obtaining a row from the
previous row from the second row onwards.

(i) Each row begins and ends with 1 (one).
(i) The n"row has (n+1) terms for any ne Z*.gins and ends with 1 (one).

(iii) The other numbers (except the first and last) in a row are obtained by adding the two
numbers in the previous row on either side of it.
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The diagram in is called Pascal triangle which is named after its inventor, a
French mathematician Blaise Pascal (1623-1662). But this was mentioned in a different
form under a different name Meru-Prastara by the renowned Indian scientist Pingala in
his book Chanda Shastra as early as 200 B.C.

The expansion of (x+ y)n using multiplication, as shown in the beginning,

become difficult as n increases. In this chapter, we derive the expansion of (x+ y)n

when n is a positive integer. This result is known as the Binomial theorem. The
coefficients of the terms x'y!are called Binomial coefficients. We study the properties of
these binomial coefficients, give methods to find the middle term(s) finding out the
coefficients of x”and independent terms.

3.1Binomial Theorem for positive index:

In the expansion of (x+y)", mentioned in the introduction, we observe the
following points.

(i) As we proceed from left to right, the index of x decreases and the index of y increases
by 1 at a time.

(ii) The coefficients in the expansion of

1
(x+y) are 1Co ,1Cl
(x+ y)2 are 2C0,2C1,2C2

3
(x+y) are 3¢,3¢,:3c, 3¢,

(x+y)' are 4c.4c, 4c, A, A,

From these observations we can easily guess the general formula for the expansion
of (x+ y)n for any positive integer n is shown in the following without proof.

3.1.1 Theorem (Binomial Theorem):

Let n be a positive integer and X, a be real numbers, then
n__ n A0 n-1 A1 n-2 A2 n—r Ar 0 AN
(x+a) =ne x".a%+ng X"l +ng XAt +..+ng XA ..+ XA

3.1.2 Note:

Let n be a positive integer and X, a be real numbers, then

(i) (x+a)’ :Zn: e, x""a"
r=0
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(ii) The expansion of (x+a)" has (n+1) terms.

In the following we define the general term in the expansion of (x+ a)" :
3.1.3 Definition:

In the expansion of (x+a)"the (r +1)™ term is called the general term and it is

givenby T

r+1

:nCrx”‘r.ar for 0<r<n.

In the expansion of (x+a)n ,a Is either a positive or a negative real number and
hence there is no need to give the binomial expansion of (x —a)"separately. But still it

will be useful to the reader to have the expansion of (x—a)n clearly.

3.1.4 Note:

On replacingaby —a in the expansion of (x+ a)n given in the theorem 3.1.1 we get

(x—a)" =n, x".(-a)° +n. x"*.(-a)t + N, X"2(a)" +. 4 X" (-a) .4 ng X0 (<)

— n 50 n-1 51 n-2 52 r n-r or n 0 4N
=Nc, X'-@ —Ne X' .a +nc X"°.a -+ (-1 nc x'.a +...+(-a) nc x".a

In this expansion the general term T, is given by T, , =(—1)’ncrx”’r.ar for 0<r<n.

r+1

3.1.5 Definition: If nis even then the expansion of (x+a)"has (n+1) number (odd

th
number) of terms. Hence there is only one middle term, which is the (g+1j term and

n n

T =n. x2.a2.
—+1 Cg

NS

If nis odd then the expansion of (x+a)"has (n+1) number (even number) of terms.

th th
Hence there is two middle terms. They are [nTH) and (nTJr?’j terms. These terms are

n+  n-1 n-1 n+l
2

given by T =nc_ X 2 a andTL+3 =nc_ X 2az
2 2 2 2

3.2Problems on expansions, middle terms. Finding out coefficient of xP
and independent terms:

3.2.1 Solved Problems:
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5
1. Problem: Write and simplify the first three terms of the expansion (Z—BXJFQJ

4

Solution: We have T, is the general term in the expansion of (ax-+by)"

ie T, =N (ax)"" (by) ......(])

Take n=5,a=

5-r r
Now ie Tr+1:5cr(%j (ﬂj ....... an

since n =5 the number of terms are 6, hence first three terms are 1,2,3

b=

wlN
I IEN

Put r =0 in equation (I1) we get.

5-0 0 5 5
To.s =9 2X ﬂ =T =1. 2x 1 =T = 2x
o\ 3 4 3 3

Put r =1 in equation (I1)we get.

5-1 1 4 4 4
T..=5 [QJ (%yj =T, ZS(Z—JJ (7—3’] 7, 80 Ty g 140Xy

3 4
Put r =2 in equation (Il)we get.
5-2 2 3 2 3 2
T,. =5, (ﬁj (ﬂj T, =5, [ﬁj (ﬂj 1,10/ & |[ 4%
2\ 3 4 2\ 3 4 27 16

_ 245%°%y?
27

=T,

2. Problem: Write down the last three terms of the expansion (3x—4y)l°

Solution: We have T__, is the general term in the expansion of (ax+by)n

r+l

ie T, =N, (ax)"" (by) .....(I)

Take n=10,a=3,b=-4

Now ie T, =10, (3x)""" (~4y) ......(ll)

since n=10 the number of terms are 11, hence last three terms are 9,10,11

Put r =8 in equation (I1) we get
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T, =10, (3x)"" (-4y)" =T, =45(3x)" (-4y)’ =T, =405.4°x*y*
— T, = 26542080x%y"

Put r =9 in equation (1) we get

To, =10, (3%)"° (-4y)’ =T, =10(3x)'(-4y)’ =T,, =-30.4xy’
Put r =10 in equation (I1) we get

Ty, =10, (3x)° 7 (~4y)"° =T, = (4y)1° =T, =40y

3. Problem: Write the expansion of (2a+3b)’

Solution: We have from binomial theorem

n-1 41

(x+a)n =ncox”.aO +Ne, X" a + nczx“’z.a2 ot ncrx”" a’ +...+nCnx°.a”

Take n=6,x=2a,a=3b

Now

(2a+30)°=6¢_(2a)’(3b)’ +6¢ (2a)" " (30) +6 (2a) " (3b)°
+6¢, (2a)"" (30)’ +6¢, (2a)" " (3b)" +6_ (2a)" " (30)" +6¢, (2a)’(3b)°

=1.2°a%1+6.2°a°.3.b+15.2%a*.3%b?
+20.2%a%3%h% +15.2%2.a%.3 b* +6.2.a.3°b° +1.1.3°b°®

=64a° +576a°h +2160a*b?
+4320a°h® +4860a°b* +2916ab°® + 729b°

4. Problem: Find the 5" term in the expansion of (3x—4y)7

Solution: We have T__, is the general term in the expansion of (ax+by)n

r+l

ie T, =n; (ax)"" (by) ......(l)

Take n=7,a=3,b=-4

Now ie T, =7, (3x)"" (~4y) .....(ll)

since n=7 the number of terms are 8, so that the 5" term is T,.

NoT, =T,

a =T, (3) 7 (—ay) =T, (3x) (-4y)" =(-1)" 7,3 x°4%y* =7 324"y
5. Problem: Find the 4" term from the end in the expansion of (2a+5b)8
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Solution: We have T,,, is the general term in the expansion of (ax+by)"

ie T, =n; (ax)"" (by) ......(])

Take n=8,x=2,y=5

Now ie T, =8 (2a)"" (5b)" .....(Il)

since n=8 the number of terms are 9, so that the 4" term from the right is 6™ term
Now T, =T,,, =8 (2a)’°(5b)’ =8 (2a)’(5b)’ =8, 2°a.5°h° =8, 2°5%a°b°

6. Problem: Find the middle term (s) in the expansion of (3a—5b)6

Solution: We have T

r+l

ie T, =n; (ax)"" (by) ......())

is the general term in the expansion of (ax+by)n

Take n=6,x=3,y=-5
Now ie T, =6, (3a)"" (-5b)"......(II)

since n=6 the number of terms are 7 (odd number), hence there is only one middle term
anditis T,.

Now T, =T,, =6 (3a)" " (-5b)" =6 3°a*5°b® = -6 15°a°p’
7. Problem: Find the middle term (s) in the expansion of (2x+3y)7

Solution: We have T, , is the general term in the expansion of (ax+by)n

r+1

ie T, =n; (ax)"" (by) .....())

Take n=7,a=2,b=3
Now ie T, =7 (2x)"" (3y) ...l

since n=7 the number of terms are 8 (even number), hence there are two middle terms.
They are T, and T..

Now T, =T,, =7 (2x)"°(3y)’ =7 (2x)* (3y) =7, 2'x" .3 y* =7 23 x" .y°

T =T,.=1, (2x)*(3y)' = 7, (2x)’ (3y)' = 75, 2°x°3y =7, 2°3'x.y"
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20
8. Problem: Find the coefficient of x™ in the expansion of (ZXZ —Ej
X

Solution: We have T, ,, is the general term in the expansion of (X +Y)"

ie T =N (X)7(Y) o)

Take n=20, X =2xY =—1
X

Then T, =20, (2x¢)"" (_Ej =20, 22 ()" EH_ (Lay 20, 22 xe )

' X CoX

To find the coefficient of x'° in the expansion, we should consider 40—3r =10 = r =10.

20
Hence the coefficient of x° in the expansion of (ZXZ —lj is =(-1)° 20, 2"
X

=20, 2°

9. Problem: Find the term independent of x(i.etheconstantterm) in the expansion of
” 3 10
J— +_
\}3 2%

Solution: We have T,,, is the general term in the expansion of (X +Y)’

ie T =N (X)7(Y) ()

10-r

2 r l()i—r_r 10-5r
10, | X -2 -10,x2 L _10.x2 —1 .

10-r 2r X2r

37

To find the term independent of x in the expansion, we should consider

10-5r
2

O=>r=2.
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Therefore, the term independent of x in the given expansion is

0 1
C, X 10-32

2?3 2

T,=T,,=10

5

11
10. Problem: If the coefficient of x*° in the expansion of (ax2 +bij is equal to the
X

11
coefficient of x*° in the expansion of (ax—b—lzj , find the relation between aand b
X

where aand b are real numbers.

Solution: We have T

r+1

11
is the general term in the expansion of (ax2 +bij
X

1

bx

. 2\11-r ' Wry2-2r 1 a’ 22-3r
e T, :11Cr (ax ) :1lcr a X W :1lcr TX

To find the coefficient of x° in the expansion, we should consider 22—3r =10 =r =4.

We have T

r+1

11
is the general term in the expansion of (ax _bizj
X

—_(_1\" all—r 11-3r
=(-1) 1L, <—x

1
brXZr

i.e THl =1lcr (ax)ll—r [b—_)(];j _ (_l)r 11cr all—rxll—r

To find the coefficient of x™'° in the expansion, we should consider
11-3r=-10=r=7.

. 0 - . 1), a’
Hence the coefficient of x™° in the expansion of (ax—wj is =-11, o (1)
: a’ a*
Hence from equations (1) and (lI), we get 11C4 o= —11C7 o
a’ a'y.
ie F“b—?(' 11, =11, )
e a =—b—13
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e a’’=-1
e ab=-1(-a,barereal.)

Exercise 3( a)

I Expand the following using binomial theorem

5 6
1.(4x+5y)’ 2.(2—3’%%’) 3(2—;’—37(4)

11 Write down and simplify the following

9 14
1. 6" termin(%Jr%y) 2. 7" termin(3x—4y)10 3. 10" termin(%p—Sq]

2

th H 4 X 3 rd ;2 3 i
4. 7" termin| —+— 5. 3" termfromtheend| x3 ——
X 2 x?

111 Find the number of terms in the following expansions. Also find the middle term (s) in
each expansion.

9
1, (%ﬂgj 2. (3p+4q)" 3. (2x+3y)’
IV Find the coefficient of

10 13 2 7
1. x° in (3x—ﬂj 2. x* in [2x2+%) 3. x7 in Zi—is
X X 34X

9 20 11
4. x* in (7x3—%j 5 x° in (sz—lj 6. xX* in (ax2+ij
X X bx

V Find the term independent of x in the expansion of

10 25 14 2 9
1. [ﬂ—% 2. (i+5\/§] 3, (4x3+l2J 4, (ZL+EJ
X

3 X 3x 5  4x

VI Find the middle term (s) in each expansion.

10 11 20
1. [3—7)(—2yj 2. [4a+%j 3. (4x2+5x3)17 4, (%+5a4j
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Key concepts
1. Binomial Theorem: Let n be a positive integer and X, a be real numbers, then
n_ n 50 n-1 51 n-2 o2 n-r or 0 AN
(x+a) =ne x".a’ +ng X" +ng XA’ +..4+ng X" A" ..+ XA

2. Let n be a positive integer and x,a be real numbers, then

(i) (x+a)’ :Zn“ncrx“‘r.ar (i) The expansion of (x+a)" has (n+1) terms.
r=0

3.In the expansion of (x+a)"the (r +1)™ term is called the general term and it is given

by T

r+l

=ng x"".a" for O<r<n.
n_ n A0 n-1 41 n-2 52 r n-r or n 0 4n
4.(x—a) =ng x"a’ —nc x"a+ng XA’ —.+ (-1 'nc XA +..+(-a)"ng x°a

In this expansion the general term T, ,is given by T, , =(-1)" ncrx”‘r.ar for 0<r<n.

r+l

5.1f nis even then the expansion of (x+a)n has (n-+1) number (odd number) of terms.

n n

th
Hence there is only one middle term, which is the (gﬂj termand T, =n._ x2.a2
—+1
2 2

If nis odd then the expansion of (x+a)"has (n-+1)number (even number) of terms.

th th
Hence there is two middle terms. They are (nTJrl) and (nTﬁj terms. These terms

nd -l n1 ndd
are given by T =Nc_ X 2a? andTni, =nc_ X 2 a?z
2 v 2 2
Answers

Exercise 3(a)
7 5 5-r r 6 6-r
IED AIHACIIES VAN D Y el
0 o \3 4 )
-2002(3)°(5)’ &
(4)5 ) Cg" X12 * X40/3

I 1. 10; 9, (%)s(gj4,9cs (%)4(2)5 2. 15; 14, (3p)' (4q)’
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Il 1. 189x‘y* 2.280(12) x‘y® 3.




3.8 7, (2x)° (3y). 7, (2x)° (3y)°

7

IV 1 405x4° 2.286x2°x3 3. 2912 4 _126x7x2° 5. 0 6. 11, 'Zz.
80 37X57X7
\Y 1.T, :_729 2.T, :25%)(315)(510 3.0 4 T, :T

5
VI 1T, :‘10%'(2) Xy 2 T, =TTx2x3xa’h® & T, =77x2°x3 xa’b°

8. T, =17, x4 x5 xx® & T, =17, x4*x5" xx® 4. T, =20, 15°a"
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4. PARTIAL FRACTIONS
Introduction:

In chapter four we have defined a polynomial in x of degree n and learnt the
methods of finding roots of polynomial equations. We frequently come across quotient of
polynomials, which we may call polynomial fractions or rational fractions or simply
fractions. We often require expansion of these fractions in power series. Therefore, we

. . F(x )
have to express the fractions like %Where f (x)and g(x) = 0 are polynomials as the
X
sum of certain terms known as partial fractions. In this chapter we learnt the partial
fraction decomposition of a fraction. It is useful in many situations like finding particular
integrals of differential equations, evaluation of integrals expanding infinite series in
some cases, summing the infinite series etc.

4.1Rational Fractions:

In the next section, we describe some concepts that are required for our discussion
and we define the term rational fraction, reducible and irreducible polynomial.
Throughout this chapter we consider polynomials with real coefficients. Henceforth a
polynomial means a polynomial with real coefficients.

4.1.1 Definition (Rational Fraction): If f(x) and g(x) are two polynomials and g(X) is

f(x)

a non-zero polynomial, then T is called a rational fraction or polynomial fraction or
g(x

simply a fraction.

3
Examples: oX+1 and X +oX+T are rational fractions.

(Xx=1)(x+2) x* =2

f(x)

4.1.2 Definition (Proper and Improper Fractions): A rational fraction W is called a
proper fraction if the degree of f(x) is less than the degree of g(x). Otherwise it is

called an improper fraction.

. 5x+1 . ;
Examples: (i) ————— is a proper fraction.
P M (x=D(x+2) prop

3
(i) 2X— is an improper fraction.
X®—3x+2

X3
(iii) IS an improper fraction.
2x - (x+2)(x-3)
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4.1.3 Definition (Irreducible Polynomial): A polynomial f (x) is said to be irreducible
if it cannot be expressed as a product of two polynomials g(x) and h(x) such that the
degree of each polynomial is less than the degree of f(x). If f(x)is not irreducible then
we say that f(x) is reducible.

Examples:

(i) 2x+1 is an irreducible polynomial.

(ii) x* + x+2 is an irreducible polynomial.

(iii) x> —6x*+11x—6 is a reducible polynomial, since
x> —6x* +11x—6 =(x—-1)(x—2)(x—3)

(iv) x* —4x+13 is an irreducible polynomial, since it cannot be expressed as product of
linear polynomials whose coefficients are real. Though
x* —4x+13=[x—(2+3i)][x—(2-3i)], it is not irreducible as the coefficients of the

fractions on the right hand side are not real.
4.1.4 Note :

(i) Every linear polynomial is an irreducible polynomial.

For example 2x+1 isirreducible

(i) If a=0,ax’+bx+c is irreducible iff b®—4ac<0. For example x*—-x+1 is
irreducible polynomial since b® —4ac =-3<0.

4.1.5 Division Algorithm for polynomials:
We state the division algorithm without proof.

If f(x) and g(x) are two polynomials and g(x) is a non-zero polynomial, then
there exist unique polynomials q(x) and r(x) such that f(x)=q(x)g(x)+r(x) where
either r(x) =0 or the degree of r(x) is less than the degree of g(x).

4.1.6 Definition (Proper Fraction): If a proper fraction is expressed as the sum of two or
more proper fractions, where in the denominators are powers of irreducible polynomials,
then each proper fraction in the sum is called a partial fraction of the given fraction.
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4.2Non repeated linear factors, repeated linear factors and irreducible
non repeated linear factors:

In earlier classes we learnt how to add two proper fractions to get another proper

: 3 5 13x+43 3 5
fraction. For example + =— : ,— are called
2X+5 Xx+6 2x°+17x+30 2X+5 X+6
partial fraction of 213)(—+43
2X° +17x+30

Now we learn using some rules to express a proper fraction as a sum of two or
more proper fractions. This process is known as ‘resolving into partial fractions’.

f(x)

Resolution of a proper fraction —— into a sum of partial fractions depends upon the
X

factorization of g(x) into linear and/o r irreducible (quadratic) factors. We assume that
such a decomposition is possible and is unique. We list out here under some useful rules

. f(x) . . i . .
for resolution of ﬁ into a sum of partial fractions without presenting proofs.
. ) f(x) : .
4.2.1 Partial Fractions of m when g(x) contains non-repeated linear factors:
. . ) f(x) : .
We find the partial fractions of m when g(x) contains non-repeated linear
factors, we use the following rule.
4.2.2 Rule I:
f(X) . .
Let m be a proper fraction. To each non-repeated factor (ax+b) of g(x) there will be
partial fraction of the form . where A is a non-zero real number, to be determined.
ax +
4.2.3 Solved Problems:
5x+1 . . i
1. Problem: Resolve —————— into partial fractions.
(x=1D(x+2)
5x+1 A B

Solution: Let

(x=D(x+2) B x—lJr X+2

where A, B are constants to be determined.
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5x+1  A(x+2)+B(x-1)
(xX-D)(x+2)  (x=1)(x+2)

From equation (1) we get

SAX+2)+B(X=1) =5x+1.......... ()

Putx =1 in equation (II) we get
Al+2)+B(1-1)=51+1=A0R)+B(0)=5+1=3A=6=>A=2

Putx = -2 in equation (Il) we get
A(-2+2)+B(-2-1) =5(-2) +1 = A(0) + B(-3) =-10+1=-3B=-9 =B =3
Now substitute the values of A&B in equation (I) we get

5x+1 2 N 3
(x=-D(x+2) x-1 x+2

2. Problem: Resolve _2x+3 into partial fractions.

(x+2)(2x+1)

2x+3 A N B
(x+2)(2x+1) x+2 2x+1

Solution: Let

where A, B are constants to be determined.

) 2X+3 _A@Xx+1)+B(x+2)
T(x+2)2x+D)  (x+2)(2x+1)

SARX+D)+B(x+2)=2x+3......... (1

Put x =-2 in equation (Il) we get

A2(-2)+1)+B(-2+2)=2(-2)+3 = A(-4+1)+B(0)=—4+3 =-3A=-1=A =%

Putx = —% in equation (11) we get

1 1 1 3 3 4
A2(-=)+1)+B(-=+2)=2(-2)+3=A(-1+1)+B(-)=2=—-B=2=B=—
(2( 2) )+ B( > ) =2( 2) ( ) (2) > 3

Now substitute the values of A&B in equation (I) we get

2x+3  1/3 N 4/3
(x+2)(2x+1) x+2 2x+1
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f(x)

4.2.4 Partial Fractions of m,when g(x) contains repeated and/or non-repeated

linear factors:

f(x)

We find the partial fractions of m when g(x) contains repeated linear factors,

we use the following rule.

4.2.5Rule I1:
f(x) : R :
Let m be a proper fraction. To each non-repeated factor (ax+b)",a= 0, where n is a
positive integer, of g(x) there will be partial fractions of the form
A A, A, A

+ =+ 5+ “— where A, A, A,,..A, are to be determined
(ax+b) (ax+b)* (ax+b) (ax+b)"

constants. Note that A =0 and Rule | is a particular case of Rule Il for n=1.
4.2.6 Solved Problems:

2
1. Problem: Resolve L;;? into partial fractions.

X +5x+7 A B C

Solution: Let = + 5+ 5
(x=3) Xx-=3 (x=3)° (x-3)

where A, B, C are constants to be determined.

X2 +5x+7  A(x-3)*+B(x-3)+C

From equation (1) we get =
quation (lI)we g (x_3)° (X_3)

S AX=3)?+B(X=3)+C =X +5X+T7.......... (1

Put x =3 in equation (II) we get
A(B-3)°+B(3-3)+C=3"+5.3+7 = A(0)°+B(0)+C=9+15+7 =C=31
Now equating on both sides the coefficient of x*,x and constant we get
A=1B-6A=59A-3B+C=7
Solving these equations, we get A=1,B=11,C=31

Now substitute the values of A,B&C in equation (I) we get
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X +5x+7 1 11 31
T2 v 2 Te_aZ e g
(x=3) Xx=3 (x=3)° (x-3)

Another Method

2
Let X H9XET )
(x=3)
Putx—3=y = x=y+3 inequation (I) we get
(y+3)?+5(y+3)+7 (y?+6y+9)+(B5y+15)+7 y*+1ly+31 _y_2+£+§
(y)’ y? y’ y' oy oy

1 11 31 1 11 31
=t 2t E T + 7 T 3
y ¥y y x-3 (x=3)° (x-=3)

x-1

m into partial fractions.
X— X+

2. Problem: Resolve

Solution: Let le A, B S+ C )
(x=2)°(x+1) x-2 (x-=-2)° x+1
. x—1 _AXX=2)(x+1)+B(x+1) + C(x—2)?
(x—2)%(x+1) (x—2)(x+1)
- x—1 _AX=-2)(x+1) +B(x+1) + C(x—2)?
(Xx=2)%(x+1) (x—2)(x+1)

= AX=2)(Xx+1) +B(x+1) +C(x—2)* = x—1.......... (1
Put x =2 in equation (I1) we get

A-2)2+1)+B(2+1)+C(2-2)*=2-1
— A(0)(3) +B(3) +C(0)> =1 =3B =1= Bzé

Put x =—1 in equation (II) we get

A(-1-2)(-1+1) +B(-1+1) + C(-1-2)* =—1-1
— A(=3)(0)+B(0)+ C(<3)* =—2 =9C=—2 = C = —§

equation (I1) = A(X* —x—2)+B(Xx+1) + C(x* —4x+4) = x—1
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= (A+C)X* +(-A+B—-4C)x+(-2A+B+4C) = x-1

Now equating on both sides the coefficient of x* we get

A+C=0:>A:—C=§

Now substitute the values of A,B&C in equation (I) we get

x—1 2 N 1 N -2
(x—=2)%(x+1) 9(x-2) 3(x—-2) 9(x+1)

3. Problem: Resolve _x+4 into partial fractions.

(x* —=4)(x+1)

X+4 X+4 A B C

Solution: Let —; = = + +
(x*=4)(x+1) (x-2)(x+2)(x+1) x-2 x+2 x+1

- X+4 CAX+2)(x+1D) +B(x—2)(x+1) + C(x + 2)(x - 2)
(Xx—2)(x+2)(x+1) (x—2)(x+2)(x+1)

= AX+2)(X+D) +B(Xx=2)(x+1) +C(x+2)(x—2) = x+4.......... (1
Put x =2 in equation (I1)we get

A(2+2)(2+1)+B(2-2)(2+1) +C(2+2)(2-2) =2+4
— A(4)(3) +B(0)(3) + C(4)(0) =6 =12A =6 = A :%

Put x =—2 in equation (Il) we get

A(-2+2)(-2+1)+B(-2-2)(-2+1)+C(2+2)(-2-2)=-2+4
= A0)(-)+B(-4)(-)+C(0)(—4)=2 =4B=2=B= %

Put x =—1 in equation (II) we get

A(-1+2)(-1+1)+B(-1-2)(-1+1) +C(-1+2)(-1-2) =-1+4

— A1)(0) +B(=3)(0) +C(1)(-3) =3 =-3C=3=C=-1
Now substitute the values of A,B&C in equation (I) we get

X+4 B X+4 B 1 N 1 +—1
C—)(x+D)  (X=2)(x+2)(x+1) 2(x-2) 2(x+2) x+1
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f (%)

4.2.7 Partial Fractions of T when g(X) contains irreducible factors:
g(x

f(x)

We find the partial fractions of m when g(x) contains non-repeated irreducible

factors, we use the following rule.

4.2.8 Rule Il1:

Let %be a proper fraction. To each non-repeated quadratic factor ax* +bx+c,a#0
where n is a positive integer, of g(x) there will be partial fraction of the form
Ax+B

— where A, B are real numbers to be determined.
ax- +bx+c

4.2.9 Solved Problems:

2
1. Problem: Resolve 22X +3x+4 into partial fractions.

(x-=1)(x* +2)

2x*+3x+4 A Bx+C

Solution: Let > = +—
(x=-D(x*+2) x-1 x°+2

- 2x2 +3x+4  A(X*+2)+(Bx+C)(x-1)
(x=1)(x*+2) (x=1)(x? +2)

= A(X* +2) + (BX+C)(Xx—1) = 2X* +3X +4.......... (D)
Putx =1 in equation (I)we get
AL®+2)+(B1+C)1-1) =212 +3.1+4
=ARB)+(B+C)(0)=2+3+4 =3A=9=A=3
equation (1) = A(X* +2) + Bx(x—1) +C(x—1) = 2x* +3x+4
= AX*+2)+B(X* = x) +C(x-1) =2x* +3x+4
= (A+B)X° +(-B+C)x+(2A-C)=2x*+3x+4
Now equating on both sides the coefficient of x* we get
A+B=2=B=2-A=B=2-3=B=-1
Now equating on both sides the coefficient of x we get

—-B+C=3=C=3+B=C=3-1=C=2
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Now substitute the values of A,B&C in equation (1) we get

2x*+3x+4 3 L TX+2
(x=D(x*+2) x-1 x*+2

2. Problem: Resolve —; L > into partial fractions.
(X +4)(x*+9)

1 _Ax+B  Cx+D

Solution: Let > > =— +—
(X*+4H)(x“+9) x"+4 x°+9

N 1 _ (AX+B)(X* +9) + (Cx+D)(x* +4)
(X +4)(x*+9) <+ 4)(x* +9)

= (AX+B)(X* +9) + (Cx+D)(x* +4) =1.......... (D)
equation (I1) = AX(x* +9) + B(x* +9) + Cx(x* +4) + D(x* +4) =1
= A(X® +9X) + B(X* +9) + C(x* +4x) + D(x* +9) =1
= (A+C)x’+(B+D)x* +(9A +4C)x + (9B +4D) =1
Now equating on both sides the coefficients of x*,x*,x and the constant value we get
A+C=0,B+D=0,9A+4C=0,9B+4D =1
Now by solving A+C=0,9A+4C=0 —weget A=0,C=0

Now by solving B+D =0,9B+4D =1 = we get B:%,D:—%

Now substitute the values of A,B,C&D in equation (1) we get

1 1 1

(C+4)(x*+9) 5(x*+4) 5(x*+9)

Exercise 4( a)
I Resolve the following functions into partial fractions

X 2x+1 X—4 X—1 1
D) (D) (2x43)  (-2)(x3)  (x=2)(x+3)  (-3)(x+])
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X 1 1 Xx—4 1 13x+43

6'(x—3)(x+2) 7'(x—l)(x—3) 8'(x+1)(x—8) 9'x2—5x+6 0'(x+6)(2x+5)
5X+6 X+4 2X+3 1 1

2 A ) el e (xm2) a2 (-3
X2 —x+1 1 x*-3 3x? +2x

16'(x—l)z(x+1) 7'(x2+16)(x2+9)18'(x+2)(x2+1) (x=3)(x*+2)

20 3X 1

(x=1)(x-2)’ 21'(xz +16)(x2 +25)
Key concepts

1.1f f(x) and g(x)are two polynomials and g(x) is a non-zero polynomial, then %
is called a rational fraction or polynomial fraction or simply a fraction.

f(x)

2.A rational fraction m is called a proper fraction if the degree of f(x) is less than
the degree of g(x). Otherwise it is called an improper fraction.

3.A polynomial f(x) is said to be irreducible if it cannot be expressed as a product of
two polynomials g(x) and h(x) such that the degree of each polynomial is less than the
degree of f(x). If f(x)is not irreducible then we say that f(x) is reducible.

4.Every linear polynomial is an irreducible polynomial.
5. If a=0,ax” +bx+cis irreducible iff b*> —4ac <O0.

6. Division Algorithm for polynomials: If f(x) and g(x) are two polynomials and
g(x) is a non-zero polynomial, then there exist unique polynomials q(x) and r(x) such
that f(x)=q(x)g(x)+r(x) where either r(x) =0 or the degree of r(x) is less than the
degree of g(x).

7.1f a proper fraction is expressed as the sum of two or more proper fractions, where in
the denominators are powers of irreducible polynomials, then each proper fraction in the
sum is called a partial fraction of the given fraction.

f (%)

Rule I: Let g— be a proper fraction. To each non-repeated factor (ax+b) of g(x)

(x)

there will be partial fraction of the form

where A is a non-zero real number, to be
ax+b

determined.
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f(x)

Rule I1: Let Tbe a proper fraction. To each non-repeated factor (ax-+b)",a =0,
g(x
where n is a positive integer, of g(x) there will be partial fractions of the form
A A, A, A

+ =+ 5+ " where A, A, A,,..A, are to be determined
(ax+b) (ax+b)* (ax+Db) (ax+b)"

constants. Note that A, =0 and Rule I is a particular case of Rule Il for n=1.
f(x) . )
Rule I1l: Let m be a proper fraction. To each non-repeated quadratic factor
X

ax® +bx+c,a=0 where n is a positive integer, of g(x) there will be partial fraction of

Ax+B

the form — where A, B are real numbers to be determined.

ax“ +hx+c

Answers
Exercise 4(a)

1 1 3/5 4/5 2 1 1/5 4/5 _1/4 1/4
) - 2. + 3. — 4, + 5. —
X+1 2x+1 x-1 2Xx+3 Xx—-2 x-3 x-2 x+3 x-3 x+1

3/5 2/5_-1/2 1/2 _1/9 1/9 2 1 5 3
6. + 7. + 8. - 9. — 10. +
X—3 X+2 x-1 x-3 x-8 x+1 x-2 x-3 X+6 2x+5

11/3 4/3 1/2 1/2 1 2 5 -1 1 1
11. 12. - 13. 14, -

X1 x+2 “%=2 x12 x+1 3(x—1)2+(x—1)3 x—1 (x—1)2+x—2
5.0 2 9 =2 1 3 17.1[ t 1 }

1-2x (1-2x)* 1-3x  x-1 (x=1? x-2 7[x°+9 x*+16

1] 1 4x-8 3 2 3 3 6
18.-| ——+———| 19. 20. -
5{x+2+x2+1} {x—3+x2+2} x—1 x—2+(x—2)2

1[ 1 1 }
1- -
9| x*+16 x*+25
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5. MEASURES OF DISPERSION

Introduction:

In the earlier classes you have studied some methods of representing data
graphically and pictorially. This representation reveals certain salient features or
characteristics of the data. We have learnt how to construct a frequency table for a given
data and find various measures that provide a single representative value of the data,
called a measure of central tendency. Recall that arithmetic mean, median, mode,
geometric mean, and harmonic mean are the measures of central tendency. A measure of
central tendency gives us a rough idea where data points are centered. But this single
representative value cannot adequately describe the variation of a set of data. For example
the mean of the set of values 2, 10, 87 is 33. The mean of the distribution 30, 32, 37 is
33. So, to make better representation of the data is spread or scattered or dispersed or how
much they are bunched around a measure of central tendency.

A measure of dispersion or variation describes the spread or scattering the
individual values around the central value. To illustrate the concept of dispersion, we
shall consider the following example.

Consider the following data of runs scored by two batsmen A,B in the last ten test
matches.

A |28 70 30 2 42 64 80 93 5 116

B | 44 38 60 45 52 54 49 54 76 58

Note that the arithmetic mean Z%of the scores of both the players is 53and the

median score (nTHj if nis odd and %GJF%Z) ifn is even is also 53.Based on these
values of measures of central tendency, can we say that the performance of these two
batsmen is the same? The answer is clearly ‘no’ because the variability of the scores of
A'is from 2to 116 whereas the variability of the runs scored by B is between 38and 76.
This measure ‘variability’ is another factor required to be studied in Statistics. Like a
measure of central tendency, we have to know a measure to describe the variability. This
measure is called ‘measure of dispersion’.

Measuring dispersion of a data is significant because it determines the reliability
of an average by pointing out as to how far an average is representative of the entire data.
In this chapter, we shall learn the following measures of dispersion and their methods of
calculation for ungrouped and grouped data.

(i) Range (ii) Mean deviation (iii) Standard deviation

such a measure computed for a distribution is called ‘Statistic’.
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5.1 Range:

For an ungrouped data, range is defined as the difference between the maximum
(greatest) value and the minimum (smallest) value of the series of observations.

For a grouped data (i.e., data given in the form of a frequency table), range is

approximated as the difference between the upper limit of the largest class and the lower
limit of the smallest class.

1. Example: In the example of runs scored by the two batsman Aand B, we can

make some inference on the variability in the scores on the basis of minimum and
maximum runs in each series. This difference is called the range of the data.
In the case of batsman A, the range is 116 —2 =114 and for batsman B,

the range is 76 —38 =38. Clearly, the range of Ais greater than the range of B.
Therefore, the scores are more scattered or dispersed in the case of A, where as for

B, they are less dispersed and close to each other.
2. Example: Let us consider the daily sales in (in Rs.) of two firms A and B, for 5
days, as given in the following table:

Firm A Firm B
5,050 4,900
5,025 3,100
4,950 2,200
4,835 1,800
5,140 13,000

Xa=5,000 X5=5,000

The average sales of both firms is the same but the distribution pattern of
the sales is not similar. There is a greater amount of variation in the daily sales of
the firm B than that of the firm A.

Range of sales of firm A=5140—4835 = 305.
Range of sales of firm B=13000-1800 =11, 200.

The range of a data is very easy to calculate and it gives us some idea about the
validity of the data. However, the range is a crude measure of dispersion, since it uses
only two extreme values. Also, it does not tell us about the dispersion of the data from a
measure of central tendency. Hence we need to know a more realistic measure of
dispersion known as (i) mean deviation and (ii) standard deviation.

5.2 Mean Deviation:

To find the dispersion values of x from a central value a, we define the deviation
about a. They are (x—a)'s. To find the mean deviation we have to sum up all such
deviations. Since a measure of central tendency lies between the maximum and minimum
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values of the distribution, some of the deviations will be negative and some positive.
Also, some of the deviations may vanish. If, in particular a=x, the sum of the deviations

from the mean (x) is zero. In this case,

Mean of the deviations from the arithmetic mean = Sumof thedeviations _ 0 =0.

Number of observations n

Hence finding such mean deviation does not serve any purpose.

Recall that the absolute value of the difference of two numbers gives the distance
between the numbers when represented on a number line. Hence, to find the measure of
dispersion from a fixed number a, we may take the mean of the absolute values of the
deviations from the arithmetic mean (x). Such mean is called the mean deviation from
the arithmetic mean and expressed as

Sumof the absolute values of deviations from x
Number of observations '

Mean deviation from the mean =

Remark: Mean deviation may be obtained from any measure of central tendency. For
instance, it can be obtained from median also. Mean deviation from mean and median are
commonly used.

We shall now learn how to compute the mean deviation from mean and median.
5.2.1(a) Mean Deviation from the mean for an ungrouped data:

Suppose we have a discrete data with n observations X, X,, X,, ..., X,. Then we

adopt the following procedure for computing the mean deviation from the mean of the
given data.

Step 1: Calculate the arithmetic mean (x) of n observations X,,%,, X,,..., X,. Let it be a.

Step 2: Find the deviations of each x, from a, i.e, X, —a,X,—a,%X,—a,...,X, —a.

Step 3: Find the absolute value ie., |x, —a|,|x, —a|,|x, —a],...|x, —a| of these deviations by

ignoring the negative sign, if any, in the deviations computed in step 2.

Step 4: Find the arithmetic mean of the absolute values of the deviations

n

2.[x -4l

i.e., M.D from the mean=-"=2——
n
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3.Example: Find the mean deviation from the mean of the following discrete data:

6,7,10,12,13,4,12,16.

Solution: The arithmetic mean of the given data is

6+7+10+12+13+4+12+16 _
5 =

X = 10.

The absolute values of the deviations: |x —x|are 4,3,0,2,3,6,2,6.

n

in—;(‘

. The mean deviation from the mean == —
n

=4+3+0+2;3+6+2+6:%§=325

5.2.1(b) Mean Deviation from the median for an ungrouped data:

Suppose we have a discrete data with n observations X, X,, X,, ..., X,. Then we

adopt the following procedure for computing the mean deviation from the median of the
given data.

Step 1: Calculate the median of nobservations X, X,, X,, ..., X,. Let it be b.

Step 2: Find the deviations of each x, from b, i.e., x, —b,Xx, —b,x,—b,...,x. —b.

Step 3: Find the absolute value i.e., |x, —b|,|x, =b|,|x, =b],...,|x, —b| of these deviations by

ignoring the negative sign, if any, in the deviations computed in step 2.

Step 4: Find the arithmetic mean of the absolute values of the deviations

n

2.[x bl

i.e., M.D from the median= 22—
n

4.Example: Find the mean deviation from the median of the following discrete data:
6,7,10,12,13,4,12,16.

Solution: Expressing the data points in ascending order of magnitude, we get
4,6,7,10,12,12,13,16.

10+12

Then the median of these 8 observations is b = 11.
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The absolute values of the deviations: ‘xi —>_<‘ are 7,5,4,1,1,1,2,5.

Z‘xi —?(‘
.. The mean deviation from the median =1=*——
n

_ 7+5+4+1;;1JrlJr2+5 =%=3.25-

Note:

(i) Inthe problem we considered the above, the obtained mean deviation from the mean
and the mean deviation from the median are equal. But in general they need not be equal.

(ii) The value of the mean deviation about the median of an ungrouped data is the least

when compared to the mean deviation computed about any other measure of central
tendency. This is also called the minimal property of the median.

5.2.2 Mean Deviation for a grouped data:

You have learnt in elementary statistics that a data can be arranged or grouped as
a frequency distribution in two ways.

(i) Discrete frequency distribution and
(ii) Continuous frequency distribution.

We shall now discuss the method of finding the mean deviation for both the types
of distribution.

(a) Discrete frequency distribution:

Suppose the data consists of n distinct points X, X,,X,,..., X, occurring with
frequencies f,, f,, f,,..., f, respectively. Then, we can represent this data in the following

manner.
Xi Xl X2 X3 Xn
fi fl f2 f3 " fn

This form is called the discrete frequency distribution.

5.2.2(i) Mean Deviation about the mean: Recall that the arithmetic mean (>_<) of a
discrete frequency distribution with data points is obtained using the formula:
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f.x

[
)_(:I::L =

L %Z f.x. where N=>" f, gives the total frequencies in the
fi i=1 i=1

considered distribution.

M-

Now the mean deviation about the mean i.e., M.D.(x) is obtained by finding the
absolute values of the deviations of the data points from the mean i.e.,‘xi —?(‘ and using

> %X o
the formula: M.D from the mean=-12———=—%"f, ‘xi —>_<‘
z f N i=1

i=1

5.Example: Find the mean deviation about the mean for the following data:

X 2 5 7 8 10 35

f. |6 8 10 6 8 2

Solution: We shall now construct the following table to enable us to compute the
required statistic.

X, f f.x; ‘xi —)_(‘ f. ‘Xi —)_(‘
2 12 6 36
5 40 3 24
7 10 70 1 10
8 6 48 0 0
10 8 80 2 16
35 2 70 27 54
N:i =40 Zn:fixi=320 140

i=1 i=1
AM. x= le . _320 _g

0 (40

i=1
M.D. (mean) = M: izn: f \x. —i\ _ L 140-35

o N& T 40

i
i=1
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5.2.2(ii) Mean Deviation about the median: To find the mean deviation about the
median, we have to find the median of the given discrete frequency distribution. After
arranging the observations in either ascending or in descending order, we shall then find

the sum of the frequencies: z f. =N and compute the cumulative frequencies. Then we
i=1

shall identify the observation whose cumulative frequency is equal to or just greater than

g. This is the median of the data.

To obtain the mean deviation about the median, we find the absolute values of the
deviations from the median and substitute them in the formula:

M.D. from the median = %Zn: f, |x, — median|
i=1

6.Example: Find the mean deviation about the median for the following data:

X |6 9 3 12 15 13 21 22

f. |4 5 3 2 5 4 4 3

Solution: Here Z f. = N=30. Keeping the observations in the ascending order, we get
i=1

the following distribution:

X |3 6 9 12 13 15 21 22

3 4 5 2 4 5 4 3

Median of these observations is equal to 13.

Now we compute the absolute values of the deviations i.e., |x, —median|, from the median

and compute f;|x, —median|, as shown in the following table:

|x, —median| |10 |7 4 1 0 2 8 9
f 3 |4 |5 |2 |4 5 4 3
f. |)(i — median| 30 28 20 2 0 10 32 27

8
Now, > f; |x, — median| =149.
i=1

Hence mean deviation from the median = %z f, |x, —median| = 3—10><149 =4.97.
i=1
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5.2.3(i) Finding Mean Deviation from the mean for a continuous frequency
distribution: Recall that a continuous frequency distribution is a series in which the data
is classified into different class- intervals (without gaps) along with their respective
frequencies (f,;). As an illustration, consider the following grouped data in the form of

continuous distribution which relate to the sales of 100 companies:

Sales (in Rs.thousand)

40-50

50-60

60—-70 | 70-80

80-90

90-100

Number of companies

5

15

25 30

20

5

Recall that while computing the arithmetic mean of a continuous frequency
distribution, we assumed that the entire frequency (f,) of the i" class interval is centred at

the midpoint x; of that class interval. In the discussion that follows, we adopt in much the

same procedure and write the midpoint (x;) of each class interval. With these x., we

proceed to find the mean deviation, as has been done in the case of discrete frequency

distribution.

7.Example: Mean deviation from the mean: We shall construct the following table from
the given tabulated data:

Sales No.of Mid point f.x; ‘Xi _)‘(‘ f ‘Xi _)‘(‘
(inRs.1000's) | companies(f,). of class
interval (X;).
40-50 5 45 225 130
50— 60 15 55 825 36 240
6070 25 65 1625 24 150
70-80 30 75 2250 10 120
8090 20 85 1700 0 280
90-100 5 95 475 16 120
54
N:Zn:fi =100 Zn:fixi =710 Zn:fi\xi—i\=104o
i=1 i=1 i=1
f.x
Here N= Zn: f =100 and Mean x= i: 10 _g,
& N 100
Hence mean deviation from the mean :%Zn: f, ‘xi —>_<‘ = % =10.4.
i=1

Alternative simple method (Step-deviation method):
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Some times when the midpoints of the class intervals x, as well as their associated

frequencies are numerically large, then we find a computational tediousness in the above
procedure. To avoid this tediousness, we take an assumed mean a which lies in the

middle or just close to it in the data and take the deviations of midpoints x. from this

assumed mean. This amounts to shifting of origin from zero to the assumed mean on the
number line.

Some times, if there is a common factor of all the deviations, we divide them by
this common factor (h)to further simplify the deviations. These are known as step

deviations. Taking step deviations amounts to change of scale on the number line. .
With the assumed mean a and common factor h if we define a new variable

d, =2=2 then the arithmetic mean x=a-+ lZfidi h.
h N =

(Remark: When d. =X‘T_a, then x =a+hd,. Multiplying throughout by f,, taking

summation on both sides from 1 to n and dividing throughout by N we get
>‘<=a+[12fidi)h.
\

We shall now illustrate this simplified procedure with the following example:

8.Example: Find the mean deviation about the mean for the following data:

Marksobtained | 0—10 | 10—20 | 20—30 | 30—40 | 40-50
No.of students 5 8 15 16 6

Solution: Taking the assumed mean a=25and h =10, we form the following table:

Class Frequency | Mid point
Interval (f) of class d=X= 25 | fd, ‘xi —>_<‘ f. ‘xi —>_<‘
interval (x.). 10
0-10 5 5 -2 -10 22 110
10-20 8 15 -1 -8 12 96
20-30 15 25 0 0 2 30
30-40 16 35 1 16 128
40-50 6 45 12 18 108
N=>f, > fd, > filx -
i=1 i=1 i=1
=50 =10 =472

76




Now, Mean x = a+(%z fidijh = 25+(% j10= 27.

i=1
i 13 - 472
Hence mean deviation from the mean :NZ f. ‘xi —x‘ e 9.44 marks.
i=1

5.2.3(ii) Finding Mean Deviation from the median for a continuous frequency
distribution: The process of finding mean deviation from the median for a continuous
frequency distribution is just similar to the procedure adopted for finding the mean
deviation about the mean. The only difference lies in the replacement of mean by median
while taking the deviations.

To find the median for a continuous frequency distribution, we identify the class
interval in which (N/2)th observation lies. This class is known as median class. We then

find the median, using the formula:

s

Where L is the lower limit of the median class, p.c.f is the preceding cumulative
frequency to the median class, f is the frequency of the median class and i is the width
of the median class.

After finding the median, the absolute values of the deviations of the midpoint x;

of each class from the median i.e., |x, —median| are found.
M.D. from the median :%Z f, |x, — median|
i=1

We shall now illustrate this simplified procedure with the following example:

9.Example: Find the mean deviation about the median for the following data:

Age
(years) 20—-25 | 25—-30 | 30-35 | 35—-40 | 40-45 | 45-50 | 50-55 | 55-60
No.of 120 125 175 160 150 140 100 30
workers

Solution: We form the following table for the given data:
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Class Frequency | Cumulative | Mid point
Interval (f) frequency of class % —Median| | f;|x —Median|
interval (X;).

20-25 120 120 22.5 15 1800
25-30 125 245 27.5 10 1250
30-35 175 420 32.5 5 875
35-40 160 580 37.5 0 0
40-45 150 730 42.5 5 750
4550 140 870 475 10 1400
50-55 100 970 52.5 15 1500
55— 60 30 1000 575 20 600

N=> f > fi|x —Med|

i=1l i=1
=1000 =8175
1000

Here (N/z)th observation = — = 500" lies in the class interval 35—40. This is the

500-420
median class. Now, Median = L+KI;I— p.c.f ]/f} i =35+{Q} x5

160

:35+{@} =35+25=375
160

Hence mean deviation from the median = %Z f, |x, — Median| =% =8.175.

5.3 Variance and Standard Deviation of Ungrouped / grouped data:

In the earlier section, while finding the mean deviation about the mean or median,
we have taken the absolute values of the deviations to give meaning to that statistic,
otherwise the deviations may cancel among themselves. To overcome this difficulty that
arise due to the signs of deviations, we consider the squares of the deviations to make

them non-negative. Thus if X, X,, X;,..., X, are nobservations and X is their mean, then
D% =X)7 = (% = X)? + (% = X)* + (X% = X) +...+ (X, = X)* 2 0.
i=1

We have the following cases:
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Case (i): If Z(xi—>_<)2:0, then each (x,—x)=0 which implies all observations are
i=1

equal to the mean x and hence there is no dispersion.

Case (ii):If Z(xi —x)?is small, then it indicates that each observation X. is very close to
i=1

the mean x and hence the degree of dispersion is low.

Case (iii):|If Z(xi —x)%is large, then it indicates a higher degree of dispersion of the
i=1

observation from the mean x.

On the other hand, if we take the mean of the squared deviations from the mean,

e, 1Z(xi—;()z,then it is found that this number leads to a proper measure of
i=1
dispersion. This number is called variance and is denoted by o (read as sigma square)
%Zn:(xi—i)z. Then o, the standard deviation is given by the
i=1
positive square root of the variance.

. _ ln Y
o= /n;(xi x)°.

5.3.1(i) Calculation of variance and standard deviation for an ungrouped data:

and is given by o? =

10.Example: Find the variance and standard deviation of the following data:

5,12,3,18,6,8, 2,10.

Solution: The mean of the given data is

- 1 5+12+3+18+6+8+2+10 64
X==> %= =—=8.
n i=1 8 8
To find the variance, we construct the following table:
Xi 5 12 3 18 6 8 2 10
(%, ~X) -3 4 -5 10 -2 0 —6 2
(% —X)? 9 16 25 100 4 0 36 4

Here > (x —x)* =194

i=1
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. Variance ¢? :—Z(x —X)? _%x194 24.25.

i=1

Hence standard deviation o = —Z(x —x)? =+/24.25 = 4.95 (approx).

=1

5.3.1(ii) Calculation of variance and standard deviation for a discrete frequency

distribution:

11.Example:
Xi 4 8 11 17 20 24 32
: 3 9 5 4 3 1

We shall construct the following table for computing the required statistic:

X fi fiXi (Xi _)_() (Xi _)_()2 fi (Xi _)_()2

3 12 -10 100 300

5 40 -6 36 180
11 9 99 -3 9 81
17 5 85 3 45
20 4 80 6 36 144
24 3 72 10 100 300
32 1 32 18 324 324

N =30 > fix =420 _
D fi(x —x)* =1374

Here N =30, f,x =420.

i=1
-1 420
= =14,
X = NZ:
> f(x —x)* =1374
i=1

. Variance o? =—Z f.(x —x)? _—><1374 45.8.
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Hence standard deviation o = \/%Z f.(x, —Xx)? =+/45.8 = 6.77 (approx).
i=1

5.3.2 Standard Deviation of a continuous frequency distribution:

Recall that in the case of finding a mean deviation for a continuous frequency
distribution, we have transformed it as a discrete distribution by representing each class
by its midpoint. Then the standard deviation is calculated by adopting the same procedure
that was carried out for a discrete frequency distribution.

If there are nclasses in a given distribution, each class represented by its midpoint
x. with frequency f,, the standard deviation is obtained using the formula.

o= \/%z f,(x, —x)>, where N=>" f, and xis the mean of the distribution.
i=1 i=1

Aliter: For the purpose of simplifying the computation in finding the standard deviation,
we adopt the following alternative formula.

. 13 =
We have, variance o? :NZ‘ f.(x —x)°

- iz f (xi2 X —2xi>_<)

i=1

:l[i fx? +Zn: f. X —ZZn: fiXi)_(}
N| = i1 i1

:l[i Ex?ex S, —Zizn:fixi}
N =) i-1

i=1

Z|+

[Zn:fixi%)_(zN—Z)_(N)_(} (':;(:%Zn:fixi:ifixizNij
i=1 i=1 i=1

:l[z fx’ X N—ZN;(Z}
N| =

— L3 ex —2x
N =
_1 f.x2 X
=1
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l n

:NZfixiz—(%gfiXiJz

i=1

n n 2
Then, standard deviation o = \/%z f x? _[%Z fixij .
i=1 i=1

Some times the midpoint x. of the different class intervals in a continuous

distribution are so large that the calculation of mean and variance becomes tedious and
time consuming. In such cases, we apply the step deviation method, as detailed here

under, to avoid the complexity in computation.

Let hbe the width of the class intervals and A be the assumed mean. Assume that

the scale is reduced to 1/h times in the step deviation method.

Define y, = %I =12,3,...,n.

Then, x. =A+hy, ..(I)

Now >‘<=iifixi=lzn:fi(A+hyi) by(1)
N3 N =
=i[zn: fiA+Zn: fihyi} =£{Ai f, +hzn: fiyi}
N i=1 i=1 N i=1 i=1
:A+%{hzn: fiyi} —A+hy..(II)
i=1
2 1 o Y
Also 0,2 ==>"f.(x —X)
N3

:%Zn:fi(A+hyi—A—h§/)2, using (1) and (11)

Z%Z fh*(y, —y)’ =h? [%Z fi(y, _9)2:| =h’c,’
i=1 i=1

n n 2
But we have shown that standard deviation zeﬁ\/NZ fixiz—(z fixij or
i=1 i=1

1 n n 2
Gy:ﬁ\/ N; fiYiZ_[; fiyij
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n n 2
Hence from equation (lll), o, =%\/ NZ fy? _(Z f, yi] :
i=1 i=1

We shall exemplify this simple method with the following example.

12.Example: Calculate the variance and standard deviation of the following data:

Class
Interval 30—40 | 30—40 | 30—40 | 30—40 | 30—40 | 30—40 | 30—-40
Frequency 3 7 12 15 8 3 2
Solution: Here h=10.
If we take the assumed mean A=65,then vy, = a ;A _X 1_065.
We shall now construct the following table with the given data:
Class Frequency | Mid point
Interval (f) of class y =X 65 | y? fiy, fy?
interval (X;). 10
30-40 3 35 -3 9 -9 27
40-50 7 45 -2 4 -14 28
50-60 12 55 -1 1 -12 12
60-70 15 65 0 0 0
70-80 8 75 1 1 8
80-90 3 85 2 4 6 12
90-100 2 95 3 9 6 18
N =50 RTINS
=-15 | =105

- 18 15
Mean x=A+| — ) fy |[xh=65—-| —x10 |=62.
(NZ yj (sox j

2 n n 2
Variance o’ :%{NZ fiyiz—[z fiyij }
i=1 i=1
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100 1
= ——|50(105) — (-15)* | = —[5250 - 225] = 201.
2500[ (109)~(-13) ] 25[ ]

Hence standard deviation o, =+/201 =14.18 (approx).

5.4 Coefficient of Variation and analysis of frequency distributions with
equal means but different variances:

The two measures of dispersion we have studied in this unit namely, mean
deviation and standard deviation, have the same units in which the data is given.
Whenever we want to compare the variability of two series of data having the same mean
(or may differ widely) in their mean or measured in different units, we do not merely
calculate the measure of dispersion. Instead, we require a measure which is independent
of units. The measure of variability which is pure a pure number and is independent of
units. The measure of variability which is a pure number and is independent of units is
called the coefficient of variation, denoted by C.V.

The coefficient of variation of a distribution is defined as C.V = gxlOO,)_( #0.
X

Where o is the standard deviation and x is the mean of the distribution or data.

The coefficient of variation is a relative measure of variation. For comparing the
variability of two series (distributions), we calculate the coefficient of variation, for each
series. The series having greater C.V. is said to have more variability than the other. The
series having less C.V. is deemed to be more consistent (or homogeneous) than the other.

5.4.1. Analysis / Comparison of two frequency distributions with equal means:

Suppose we have two distributions D, and D, with the same mean

i.e., X1 = X2 = X(say), but different standard deviations o,and o, respectively. Then C.V.

of D, =Zx100 and C.V. of D, = Z2x100. Then it follows that the two C.V.’s can be
X X

compared on the basis of the values of o,and o,only. In this case, the series with lower

value of standard deviation is said to be more consistent than the other and the series with
greater standard deviation is called more dispersed than the other.

13.Example: Students of two sections A and B of a class show the following
performance in a test ( conducted for 100marks)

Section A | SectionB

Number of students 50 60
Average marks in the test 45 45
variance of distribution of marks 64 81
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Which section of students have greater variability in performance?

Solution: Since the variance of distribution of marks of section A is 64, its standard
deviation earlier section, finding the mean deviation o, =8. Similarly, since the variance

of distribution of marks of section B is 81, its standard deviation earlier section, finding
the mean deviation o, =9. Since the average marks of both sections of students is the

same i.e., 45, the section with greater standard deviation will have more variability.
Hence section B has greater variability in the performance.

5.4.2. Comparison of two frequency distributions with unequal means:
We shall illustrate this case by considering an example.

14 .Example: List of two models of refrigerators A and B, obtained in a survey, are
given below:

Life in years | Model A | Model B
0-2 5 2
2-4 16 7
4-6 13 12
6-8 19
8-10 5 9

Which refrigerator model would you suggest to purchase?

Solution: To find the mean and variance of the lives of model A and model B of
refrigerators, we shall construct the following tables for model A and model B

Class (f) f.x; f x.2
Interval | Mid point (x;)

0-2 1 ) 5 5
2-4 3 16 48 144
4-6 5 13 65 325
6-8 7 49 343
8-10 9 45 405
N =46 212 1221
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Class () fix fiXi2
Interval | Mid point (x;)
0-2 1 2 2
2_4 3 21 63
4-6 5 12 60 300
6-8 7 19 133 931
8-10 9 9 81 729
N =49 297 2025
_ f.x
For Model A: Xa = Z - =¥=4.6.
> f 46
, SixE (Yfx) 1221 (212]2_
o\ = - = - =5.38
> f > f 46\ 46
— o, =~/5.38 = 2.319.
C.V. of model A =22 x100= 2322 100 =50.41
XA 4.6
_ f.x
For Model B: xg = L = 2317 =6.06.
df 49
, Sfx? (D fx) 2025 [297j2_
ol = - - - —4.61
> > f 49\ 49
— o, =/4.61=2.147.
C.V. of model B =28 x100 =247 100 = 35.43
XB 6.06

Since C.V. of model B< C.V. of model A, we can say that model B is more
consistant than the model A, with regard to the life in years. Hence we suggest model B
for purchase.
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5.5 Solved Problems:

1. Problem: Find the mean deviation from the mean of the following data, using the step
deviation method.

Marks obtained

0-10

10-20

20-30

30—-40

40-50

50-60

60—70

NO.of students 6

5 8

15 7

6

3

Solution: Taking the assumed mean a=35and h =10, we form the following table:

Class Frequency | Mid point
Interval (f) of class d = X —25 | fd ‘Xi —>_<‘ f; ‘Xi —>_<‘
interval (X;). 10
0-10 6 5 -3 -18 28.4 170.4
10-20 5 15 -2 -10 18.4 92
20-30 8 25 -1 -8 8.4 67.2
30-40 15 35 0 0 1.6 24.0
40-50 7 45 1 7 11.6 81.2
50-60 6 55 2 12 21.6 129.6
60-70 3 65 3 9 31.6 94.8
N=Sf £ d. Zn:fi\xi—i\
i=1 i=1 i=1
=50 =-8 =659.2

Now, Mean x=a+ lZfioli h=35+(_
N i3 50

Hence mean deviation from the mean :%

-8

i=1

jlo =33.4marks

Zn: f ‘xi —>_<‘ = % =13.18(nearly).

2. Problem: The following table gives the daily wages of workers in a factory. Compute
the standard deviation and the coefficient of variation of the wages of the workers.

Wages(Rs.) 125-175 | 175—-225 225-275| 275-325| 325-375 | 375—-425
NO.of workers 2 22 19 14 3 4
425—-475 | 475-525 | 525-575

6 1 1
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Solution: We shall solve this problem using the step deviation method, since the
midpoints of the class intervals are numerically large. Here a=300and h=50. Then

X,—a X —300
AT
Frequency | Mid point
(f) of class y, =5 65 | y? fy, fy?2
interval (). 10
2 150 -3 9 -6 18
22 200 -2 4 —44 88
13 250 -1 1 19 19
14 300 0 0
3 350 1 1
4 400 2 4 16
6 450 3 9 18 54
1 500 4 16 4 16
1 550 5 25 5 25
N=72 Zfiyi ZfiYiZ
=-31 | =239

Mean >‘<=A+(%Z fiyi)xh =300—(%x50j= 278.47.
i=1

2 n n 2
Variance o, :%{NZ fiyiz—[Z fiyij }
i=1 i=1

2500 )
= [ 72(239) - (31)* |

2500
72x72

Hence standard deviation o, :\/ [ 72(239) - (31)* | =88.52 (approx).

8852
278.47

x100=31.79

C.V. model B = Ox x100
X

3. Problem: An analysis of monthly wages paid to the workers of two firms A and B
belonging to the same industry gives the following data:

88



Firm A | Firm B

500 600
Number of workers 186 175
Average daily wages (Rs.) 81 100

Variance of distribution of wages

(i) Which firm A or B has greater variability in individual wages?
(ii) Which firm A or B has larger wage bill?

Solution: (i) Since variance of distribution of wages in Firm A is 81, o,> =81and hence
o, =9. Since variance of distribution of wages in Firm B is 100, 5, =100and hence
o, =10.

C.V. of distributions of wages of Firm A= 1,100= % x100=4.84
X
o . o, 10
C.V. of distributions of wages of Firm B=—=2-x100= 17 x100=5.71
X2

Since C.V. of Firm B> C.V. of Firm A, we can say that Firm B has greater
variability in individual wages.

(if) Firm A has number of workers i.e., wage earners (n,) =500.
Its average daily wage, say Z =Rs.186.

Total wages paid
Number of workers

paid to the workers = n,.x, =500x186 = Rs.93, 000.

Since Average daily wages (Rs.) =

, it follows that total wages

Firm B has number of workers i.e., wage earners (n,) = 600.

Its average daily wage, say x_2 = Rs.175.

Total wages paid
Number of workers

paid to the workers = n,.x, = 600x175 = Rs.1, 05, 000.

Since Average daily wages (Rs.) = , it follows that total wages

Hence we see that Firm B has larger wage bill.

4. Problem: The scores of two cricketers Aand B in 10 innings are given below. Find
who is a better run and who is a more consistent player.
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A | 28 70 30 2 42 64 80 93 5 116
B 44 38 60 45 52 54 49 54 76 58
Solution: For cricketer A: X = 5%0 =54
For cricketer B:y = %: 38.
X %=x) | (x-x)7 Y, (Y, - ) (¥ - )’

40 -14 196 28 -10 100

25 -29 841 70 32 1024

19 -35 1225 31 -7 49

80 26 676 0 -38 1444

38 -16 256 14 - 24 576

8 - 46 2116 111 73 5329

67 13 169 66 28 784

121 67 4489 31 -7 49

66 12 144 25 -13 169

76 22 484 4 -34 1156

in Z(Xi _)_()2 Zyi Z(yi _9)2

=540 =10596 =380 =10680

Standard deviation of scores of A

=0, \/ > (% —x)? _\/10596 \1059.6 = 32.55 (approx).

Standard deviation of scores of B

=0, \/ Sy -y) = 1068 = /1068 = 32.68 (approx).

CV.of A=
X

32.55

%x100 = ——x100 =60.28
54
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ixlOO _32.68
y

C.V.of B= %100 =86

Since x >y, cricketer A is better run getter (scorer). and we can say that Firm B
has greater variability in individual wages.

Since C.V. of B> C.V. of A, we can say that cricketer A has is also a more
consistent player.

Exercise 5(a)

1. Find the mean deviation about the mean for the following data:
(i) 38,70,48,42,55,63,46,54,44

(ii)3,6,10,4,10,9

2. Find the mean deviation from the median for the following data:
(1)13,17,16,11,13,10,16,11,18,12,17
(ii)4,6,9,3,10,2

3. Find the mean deviation about the mean of the following frequency distributions:

(i)

X 10 11 12 13
f 3 12 18 12
(i)
Xi 10] 30 50 70 90
f 4 24 28 16 8

4. Find the mean deviation about the median of the following frequency distributions:

5. Find the variance and standard deviation of the following data:
(i)6,7,10,12,13,4,8,12

Xi

5

7

9

10

12

15

fi

8

6

2

2

2

6

(i1)350,361,370,373,376,379,385,387,394,395.

6. Find the variance and standard deviation of the following frequency distribution:

Xi

6

10

14

18

24

28

30

fi

2

4

7

12

8

4

3

7. Find the mean deviation about the mean for the following continuous distribution:

Hight (in | 95-105 | 105-115 | 115-125 | 125-135 | 135-145 | 145-155
cms)
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Number 9 13 26 30 12 10
of boys

8. Find the mean deviation about the median for the following continuous distributions:

(i)

Marks 0-10 | 10-20 20-30 30-40 40-50 50-60
obtained
Number of 6 8 14 16 4 2
boys

(i)
Class 0-10 | 10-20 | 20-30 | 30-40 | 40-50 | 50-60 | 60-70 | 70-80
interval
frequency 5 8 7 12 28 20 10 10

9. Find the variance and standard deviation of the following continuous distribution:

Age(years) |20-30 | 30-40 | 40-50 | 50-60 | 60-70 | 70-80 | 80-90
Number of 3 61 32 153 140 51 2
workers

10. The coefficient of variation of two distributions are 60 and 70 and their standard
deviations are 21 and 16 respectively. Find their arithmetic means.

11. From the prices of shares Aand B are given below, for 10 days of trading, find out
which share is more stable?

A |35 54 52 53 56 58 52 50 51 49
B |[108 | 107 |105 | 105 | 106 107 104 103 104 101

Key concepts

» Measures of Dispersion: Range, mean deviation, variance, standard deviation are
some measures of dispersion.

» Range is defined as the difference of maximum value and the minimum value of
the data.

» Mean Deviation from the mean for an ungrouped data:

(i) M.D from the mean = %Zn:‘xi —>_<‘.
i=1

(i) M.D from the median = 1Z|xi —Median|.
)
» Mean Deviation from the mean for a grouped data:

(i) M.D from the mean =%Zn: f ‘xi —>_<‘
i=1
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(ii) M.D from the median :%Z f, |x, — median|
i=1

Variance and Standard Deviation of Ungrouped data:

o’ :%Zn:()(i —x)?, o = /%Zn:()(i —x)2.

Variance and Standard Deviation for a discrete frequency distribution:

o =lz f.(x —x)?, o= iz f(x —X)2.
N i=1 N i=1
The Standard Deviation of a continuous frequency distribution:
NS PN ES T
N e i™N N e i '

Coefficient of variation C.VV = g %100, X # 0.
X

Answers
Exercise 5(a)

1. (i)84 (ii)2.67 2. ()2.45 (i1))3.29 3. (i)0.71 (ii)16
4. 3.23 5. (i)9.25 (ii)183.2 6. Variance =43.4; S.D =6.59
7. 11.29 8. (1)10.35 (ii)14.29 9. Variance =141.07; S.D =11.87

10. 1 =35 X, =2285 11.B
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6. CIRCLES

Introduction:

Geometry has probably originated in ancient Egypt and flourished in Greece,
India and China. In the sixth century B.C., the systematic development of geometry has
begun.

Great mathematicians such as Thales, Menachmus and Archimedes worked on the
circle and a tangent to it during the fifth century B.C. Thirty or forty years after the work
of Aristotle, Euclid (a teacher of mathematics of Alexandria in Egypt) collected all the
known works and arranged them in his famous book called “The Elements”

Rene Descartes introduced a very important branch of mathematics known as
coordinate geometry and algebra. In honour of Descartes the subject is named as
Cartesian Geometry.

The shape of a wheel of a bicycle, a wheel of bullock cart, bangle and some coins
are of circular shape. In this chapter, we deal with the circle and obtain its equation. We
derive the position of a point in the plane of a circle. We derive the equation of a tangent
and the position of a straight line in the plane of a circle. We further derive the condition
that the line to be a tangent.

6.1 Equation of a circle, standard form, centre and radius:
6.1.1 Definition:
A circle is the set of points in a plane P
such that they are equidistant from a
fixed point lying in the plane.

The fixed point is called the centre and the O

v

distance from the centre to a point on the circle.
Further, twice of the radius of the circle is called its diameter. In the above figure
C is the centre of the circle and CP is its radius.

6.1.2 Standard form: Now, we proceed to find the equation of circle in standard form
and its other forms.

6.1.3 Theorem: The equation of a circle with centre O(0,0) and radius ris x*+y*=r’.
Proof: A point P(x,y) is on the circle if and only if Y ‘r

the distance between PandQ is r. /> P
- PO=r \/ >

ie, x> +y>=r’.(I)

Which is the required equation of circle. The equation is called standard form of circle.
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6.1.4 Theorem: The equation of a circle with centre C(h,k) and radius r is
(x=h)?+(y-=k)* =r>. y

A p

Proof: A point P(x,y) is on the circle if and only if

the distance between P(x,y)andC(h,k) is r.

S PC=r

e, J(x=h)? +(y—k)* =r
ie, (x=h)?+(y-k)>=r’ ()
Which is the required equation of circle.

In the following, we obtain a necessary and sufficient condition for a second
degree equation in x and y to represent a circle. This facilitates us to decide by just

looking at the coefficients whether the equation represents a circle.

6.1.5 Theorem: The general equation of second degree
ax® + 2hxy +by® + 2gx+ 2 fy +c = 0...(1) where the coefficients a,h,b, g, f and care real

numbers, represents a circle if and only if (i)a=b =0 (ii))h =0 and (iii)g* + f>*—ac>0.
Proof: Suppose that the equation (I) represents a circle.
We shall prove (i)a=b =0 (ii))h =0 and (iii)g* + f>*—ac >0.

Let (a, B) be the centre and r be the radius of the circle (1). Then by Theorem 6.1.4, the
equation of acircle is (x—a)*+(y—B)° =r?

ie, X>+y>—2ax-2By+a’+ > -r*=0 (I

The equations (1)and (1) represent the same circle. Comparing the coefficients in (1) and
(1) we get h=0 and

29  2f c
20 -2 a’+pi-r?

a b
=1 (1)

a=Dbfollows from equation (Il1).

If a=0then b=0 (~a=Db).In such case the given general equation will not be of second
degree (-a=0,b=0,h=0).

saz0,b=0.
Further, from equation (111), we have
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C
al+ -1’

a

1
2, 92 _,2_ C
a +p -r° = (V)
a

and also we have & = —3 and ﬂ:i.
a a

2 2
- : . C
substituting these in equation (IV), we get g—2+—2— r’=—
a’ a a

2 2
g°+f —ac_ oo

a2

2 2
g +f-ac g

a2

ie, g’+f?—ac>0 (-a*>0)
Conversely, suppose that (i)a=b =0 (ii)h =0 and (iii) g* + f*—ac >0, we shall prove

that ax® + 2hxy +by® +2gx+2 fy + ¢ =0 represents a circle.

equation (1) of second degree becomes

Since a=b and h=0 the general

ax®+ay’ +2gx+2fy+c=0

x2+y2+2—gx+£y+£=0 (-a=0)
a a a

2 2 2 2
R I
a a a a

.'.(X+%j +(y+£j :( %] (V)

Since g® + f?—ac >0, the equation (V) represents a circle whose centre is (—9,—ij
a a

2 2
and radius is —Vg+f—ac.

a

6.1.6 Note: (i) x*+y?>+2gx+2fy+c =0 is considered as general equation of circle.

(i) The centre of the circle x*+y®+2gx+2fy+c=0is (-g,—f).
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(iii) The radius of the circle x> +y?+2gx+2fy+c=0is \/g?+ f2—c.

(iv) If g2+ f2—c=0then x*+y*+2gx+2fy+c=0represents a point circle. In this case
the centre itself is the point circle. The equation of a point circle having the centre at the
originis x*+y*=0.

(v) The equation of a circle through  (0,0) will be in the form x*+y*+2gx+2fy=0
since (0,0) is a point circle.

(vi) The equation of a circle having the centre on the x —axis will be in the form of
X’ +y>+2gx+c=0 (. y— coordinate of the centre is zero).

(vii) The equation of a circle having the centre on the y—axis will be in the form of
x> +y?+2fy+c=0 (.-x— coordinate of the centre is zero).

(viii) Two or more circles are said to be concentric if their centres are same.

(ix) The equation of a circle concentric with the circle x* +y*+2gx+2fy+c =0will be
in the form of x*+y?+2gx+2fy+c’'=0 where c'is any constant.

(x) If the radius of a circle is 1 then it is called a unit circle.
6.1.7 Solved Problems:

1. Problem: Find the equation of the circle having centre C(1,4) and radius r =5.

Solution: Given centre of the circle is C(1,4) and radius of the circle is r =5.

The equation of a circle having centre C(a,b) and radius r is (x—a)2 +(y—b)2 =r?
:>(x—l)2 +(y—4)2 =5 = x? —2Xx+1+y* -8y +16=25= x> +y* - 2x—-8y-8=0
The required equation of circle is x* + y* —2x -8y -8=0.

2. Problem: Find the centre and radius of the circle x* +y®+2x—4y—4=0.
Solution: The given equation of the circle is x*+y? +2x—4y—4=0.......... 0]

It is of the form x* + y* +2gx+2fy+c=0......... (D)

Compare equations (1) & (I1)we get 2g =2, 2f =—4,c=—4

=g=1f=-2c=-4

Centre of the circle is (—g,—f)=(-12)
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Radius of the circle is \/gz +f?-c= \/12 +(=2)?—(—4) =1+4+4=9=3
3. Problem: Find the centre and radius of the circle 2x* +2y? —3x+2y-1=0.

Solution: The given equation of the circle is 2x* +2y? —3x+2y—-1=0.

Compare equations (1) & (Il) we get 2g =——, 2f :1,c=—%
3 1 1

:}g:——,f:—,C:——
4 2 2

Centre of the circle is (—g,—f )= (%_%j

2 2
Radius of the circle is r=/g°+ f*—c :\/(—%j +(%) —(—%)

4. Problem: Find the equation of the circle passing through the point (5,6)and having
centre at the point(—1,2).

Solution: Let the given point be P(5,6) and the centre of the circle isC(-1,2).

The equation of the circle having centre at C(h,k) and radius r is

(x=h) +(y=k)"=r*=(x+1)" +(y-2)" =r’

Since it passing through the point P(5,6) = (5+1)° +(6-2)" =r? =(6)" +(4)" =r

=r?=52
Hence the required equation of circle is (x+1)2 +(y—2)2 =52

=X+ 2X+1+ Yy —4y+4=52 = X"+ y* +2x—4y—-47=0
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5. Problem: If (2,3) is the centre of the circle represented by the equation

x* +y*+ax+by—12=0. Find the values ofa andb. Also find the centre and radius of
the circle.

Solution: The given equation of the circle is x* + y> + ax+ by -12=0 ..(
It is of the form x* + y* +2gx+2fy+c=0 (1)

Compare equations (1) & (Il)we get 2g =a, 2f =b,c=-12
a b
=>g=—,f==,c=-12 ().
g=2.f=3 Q)

The given centre of the circle is (-g,—f)=(2,3)=>-g=2,-f =3

= g = —2, f = —3 ...(IV)

From equations (I11) & (IV) we get %: —2,%: -3=>a=-4b=-6

Radius of the circle is r=/g? + 2 —c =(~2)° +(-3) ~(-12) =4+ 9+12 =25 =5

6. Problem: Find the equation of the circle passing through the point (2,3) and

concentric with the circle x* +y*+8x+12y+15=0.

Solution: The given equation of the circle is x* + y* +8x+12y +15=0 (1)
Let the required equation of the concentric circle be x* + y* +8x+12y+c=0 ...(ll)

If it passes through (2,3), we have 2* +3? +8.2+12.3+¢c =0 =4+9+16+36+Cc=0

=C=-65

Hence the required equation of circle is x* + y* +8x+12y —65=0.

6.1.8 Theorem: (i) If g>—c>0then the intercept made on the x —axis by the circle
X +y®+2gx+2fy+c=0is 2,/g°—c.
(i) If f?-c>0 then the intercept made on the y— axis by the circle

X +y?+2gx+2fy+c=0is 2,/f*—c.

Proof: (i) The points of intersection of the given circle x*+y?+2gx+2fy+c=0...()
and y=0...(II) (i.e.,, x— axis equation) are the common points of (I)and (I).
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Put y=0in (I)to get the abscissae of the points

of intersection. The abscissae of the

common points are the roots

of x*+2gx+c=0...(llI)

The discriminant of this equation is 4(g?—c). Since g®-c>0, the equation
(11) has two real and distinct roots, say x,and x,.Suppose the points of intersection are

A, (x,0)and A,(x,,0).We have to prove that A A, =2,/g*—c.
Since x,and x,are roots of the equation (I11), we have
X, +X, =—20, XX, =C.
Consider (x, —X,)* = (X, +X,)* —4 XX, =(-29)* —4c =4(g® —c).
Taking the square root, we get |x, —x,| =2,/g® —c
ie, AA,=2,g°-c.
Thus the intercept made by (I) on x —axis is 2./g* —c.

(ii) The points of intersection of the given circle x*+y*+2gx+2fy+c=0...(1) and
x=0...(IV) (i.e.,x— axis equation) are the common points of (I)and (I1V).

Y

»

Put y=0in (I)to get the ordinates of the points 4
BZ

of intersection. The ordinates of the

common points are the roots

of y*+2fy+c=0...(V) N

v

The discriminant of this equation is 4(f?—c). Since f?-c¢>0, the equation
(V) has two real and distinct roots, say y,and y,.Suppose the points of intersection are

B,(0,y,)and B,(0,y,).We have to prove that B,B, =2,/ f*—c.

Since y,and vy, are roots of the equation (V), we have
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y1+y2:_2f’ Yi¥, =C.

Consider (y,~y,)* = (¥, +¥,)* —4¥,Y, = (-2f)* —4c =4(f* —c).
Taking the square root, we get |y, —y,| =2/ f? —c
ie, BB,=2\f*-c.

Thus the intercept made by (1) on y—axisis 2y f?—c.

6.1.9 Note: (i) g°-c=0=AA,=0= A A,are coincidenti.e., the x —axis touches

the circle in two coincident points. Thus the x —axis touches the circle at the point of
coincidence.

(i) f°-c=0=B,B,=0= B,,B,are coincidenti.., the y—axis touches the circle in
two coincident points. Thus the y~axis touches the circle at the point of coincidence.

(iii) If g®—c <O0then the circle x*+ y*+2gx+ 2 fy +c = 0does not meet the x — axis.
(iv) If f?—c<0then the circle x>+ y® +2gx+ 2 fy +c = 0does not meet the y — axis.

6.1.10 Examples: Let us find the equation of the circle which touches the x —axis at a
distance of 3 from the origin and making intercept of length 6 on the y — axis.

Let the equation of the required circle be x*+y*+2gx+2fy+c=0...(1)
This meets the x —axis at (3,0).

Since (3,0) isapointon (1)

3 4+0°4+29.3+2f.0+c=0

ie, 6g+c=-9 ()
By Note 6.1.9(i), we have g°-c=0 (1)

Adding (11)and (I11) we get g°+6g+9=0

ie, (g+3)°=0
ie, g=-3 (V)
From (1) and (IV), we get c=9 ..(V)

Given that the intercept on y —axis made by (1) is 6.
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Therefore by Theorem 6.1.9(ii), we have 2,/f°-c =6

ie, 2f*-9=6

ie., w/f2—9=3
e, f2-9=9
ie, f2=18

Hence f =i3J§.

Since g=-3, f =+3/2 and c=9, we have two circles satisfying the hypothesis, these
circles are x? +y? —6x+6v2y+9=0and x?+y? —6x—6+2y+9=0.

6.1.11 Definition: If Aand B are two distinct points on a circle then

(i) the line ABthrough A and B is called a secant

(ii) The segment AB, the join of Aand B is called a chord and the length of the chord is
denoted by AB. A

A
A secant vy 4

Y

B chord

v
:

6.1.12 Equation of a circle with a given line segment as diameter:

In this section, we derive the equation of a circle whose diameter extremities are
given.

6.1.13 Theorem: The equation of the circle whose diameter extremities are (x,, y, ) and
(%20 ¥2) 18 (x=%)(X=%,)+(y=¥) (Y- ¥,)=0. v 4 P

Proof: Let A=(x,Y,),B=(x,,Y,)and ﬂ
C be the centre of the circle. \\/ B
Let P =(x,y)be any point on it other
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than A and B. Join A and B, and also P and B.

We know that |[APB = 90°.
i.e., thelines APand BP are perpendicular.
. (slope of AP)x( slope of BP)=-1.

Y=Y Y=Yo _ 4
X=X X=X,

ie.,

e, (X=x)(x=%)+(y=y,)(y—Y,)=0...(1)

Also clearly A and B satisfy (I). Therefore any point P(x,y)on the circle
satisfies equation (1). Conversely if a point P(x,y) satisfies (I) then APB =90° and
hence P lies on the circle.

Thus (1) is the equation of the required circle.

6.1.14 Solved Problems:

1. Problem: Find the equation of the circle whose extremities of the diameter are
(1L,2)&(4,5).

Solution: Let the extremities of the diameter be A(1,2),B(4,5)

The equation of the circle whose extremities of the diameter are A(x,, y;),B(x,, ,)
Is (x=2)(x=% ) +(y=¥:)(y-y,) =0

= (x-1)(x—4)+(y-2)(y-5)=0=x*-5x+4+y*—-7y+10=0

= x> +y*-5x—-7y+14=0

Hence the required equation of circle is x* + y* —5x—7y+14=0

2. Problem: Find the other end of the diameter of the circle x*+y® —8x—8y+27 =0if
one end of itis (2,3).

Solution: Let the extremities of the diameter be A(2,3), B(a,b)
The centre of the circle x*+y? —8x—8y+27=0 is C(4,4).

The centre of the circle whose extremities of the diameter are A(x,, y;),B(x,, ,)
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B(&+@'m+nJ
2 2

:(i;,i;’j:@,@:>(2+a,3+b)=(8,8)

—a=6,b=5
.. The other end of the diameter is (6,5).

6.1.15 Equation of circle through three non-collinear points:

We derive a formula to find the equation of a circle through three given points in
the next section.

6.1.16 Theorem: The equation of a circle passing through three non-collinear points
P(%. %), Q(X,,¥,) and R(x,,y,) is

Xy 1 ¢ vyl x ¢ 1 XY G
X, Y, WO +y?)+lc, ¥, Ux+|x, ¢, Ly+|x, ¥, c,|=0
X; ¥y 1 C; ¥ 1 % G 1 [X Y5 G

where ¢, =—(x*+V.%) (i=12,3)

Proof: Let the equation of a circle passing through three non-collinear points
P(%,%:),Q(%.Y,) and R(X,,y;) be x*+y?+2gx+2fy+c=0..(l)

Since the points P(x,,,),Q(X,.Y,) and R(X,, y,)are lying on (1), we have

x> +y° +2gx +2fy, +c=0 ()
X, +Y,” +2gx, +2fy, +c=0 (1)
X~ +Y,: +20%, +2fy, +c=0 ..(IV)
Let 2g=a,2f =b and ¢ =—(x*+y°) (i=12,3) (V)

The equations (I1),(111) and (IV) can be written as

ax, +by, +c=c, ..(VI)
ax, +by, +c=c, ..(VIN)
ax, +by, +c=c, ..(Vil)
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X ¥l
Let A=|x, y, 1. Then A =0 since the points P,Q and R are non-collinear.

X3 Y; 1

c y, 1| |ax +by,+cy, 1| jax y, 1| |by, ;1 cy, 1
Consider C Y, 4= aX2+bY2+C y, I=laX;, Y, +byz Yy, 4+[C Y,

C; Y5 1| |axg+by;+c y; 1) |ax; ys 1 |by; y; 1) [c ys 1

=aA+0+0 (- two column elements are proportional )

¢ vy 1
C Y,
c; ¥, 1
n2g=a="""11 (IX
g A (1X)
Xl Cl 1 Xl yl Cl
X2 C2 1 X2 y2 CZ
X, C, 1 X o
Similarly 2f =b = 2= (X)and ¢ = e Ys Gl (X1)

Substituting the values of g, f and c in (I), we get the equation of the circle passing
through three non-collinear points P(x,,y,),Q(X,,y,) and R(X,,y;) as

Xl yl 1 Cl yl 1 Xl Cl 1 Xl yl Cl
X, Y, W(X®+y?)+lc, ¥, Ix+|x, ¢, Jy+|X, Yy, C,|=0
X; ¥y 1 C; ¥ 1 % G 1 [X Y5 G

6.1.17 Note: (i) The centre of the circle passing through three non-collinear points

Clyll X:I.Cll

c, ¥, 1 X, C, 1

. C, ¥, 1 X, C 1

P(x,Y;),Q(x,, and R(x,, IS 3 73 1 $ 3
(%, %), Q% ¥») (%1 ¥3) - Ty 1
—2x(X, ¥, I -2x|x, y, 1l

X Y1 X Y1

( from equations (IX) and (X) of Theorem 6.1.16)

(ii) We can also find the equation of the circle passing through three non-collinear points
in the following way. First we suppose that the equation of the circle passing through the
given three points P(x,Y;),Q(X,,Y,) and R(X,,y,) in general form. Substitute the

coordinates of P(x,,y,),Q(x,,y,) and R(x;,Y;) in this equation. We get the equations
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involving three unknowns g, f and c. Solve them for g, f and c. Substitute these
values in the supposed equation, we get the required circle.

6.1.18 Solved problems:

1. Problem: Find the equation of the circle passing through the points
(0,0),(2,0)&(0,2).

Solution: Let the given points be A(0,0),B(2,0)&C(0,2).
The required equation of circle is x* + y* +2gx+2fy+c=0 ()

Since A(0,0) passes through equation (1) we get0? +0% +29.0+2f.0+c=0

—=0+0+0+0+c=0=c=0. (1D
Since B(2,0) passes through equation (I) we get2*+0°+29.2+2f.0+c=0
=4+0+49+0+¢c=0=4+0+49g+0+0=0(. from(ll)) =>4+49g=0
—~g=-1 (1)
Since C(0,2) passes through equation (I) we get0®+2°+29.0+2f.2+c=0
=0+4+0+4f+c=0=4+0+4g+0+0=0(. from(ll)) = 4+4f =0

- f=-1 (V)

Now substitute the values of g, f,c inequation (I) we get
x>+ Yy +2(-1)x+2(-1)y+0=0

=X +y*-2x-2y=0
Hence the required equation of circle is x* +y*—2x—2y =0

2. Problem: Find the equation of the circle passing through the points
(11),(3,2)&(2,-1).

Solution: Let the given points be A(11),B(3,2)&C(2,-1).
The required equation of circle is x* + y* +2gx+2fy+c=0 ()

Since A(11) passes through equation (1) we get1* +1° +2g.1+2f.1+c=0
= 29+2f +c=-2 ..(1)

Since B(3,2) passes through equation (I) we get3®+2°+29.3+2f.2+c=0

106



= 6g+4f+c=-13 (1)

Since C(2,—1) passes through equation (1) we get 2 +(-1)* +2g.2+2f(-1)+c=0

—4g-2f+c=-5 (V)
By solving equations (1) & (I11)we get4g +2f =-11 ..(V)
By solving equations (I11) & (IV)we get2g+6f =-8 ..(VI)
By solving equations (V) & (VI) we getg = —g, f = —% (V)
By solving equations (I1) & (V1) we getc =4 ..(VHI)

Now substitute the values of g, f,c inequation (I) we get

x> +y? +2(—g)x+2(—%)y+4=0

=X +y’-5x—-y+4=0
Hence the required equation of circle is x* +y*—5x—y+4=0

6.2 Position of a point in the plane of a circle- Definition of a tangent:

In earlier classes, we have learnt that the tangent at any point of a circle is a
straight line which meets the circle at that point only. The point is called a point of
contact. This tangent is perpendicular to the radius drawn from the centre to the point of
contact. In this section we give another definition of a tangent to the circle using the limit
concept. Using this definition we find an equation of tangent at any point in section 6.3.
We also learn the position of a point with respect to a circle and power of a point. Further,
we define the length of a tangent from appoint and obtain a formula for it.

6.2.1 Notation: Now we introduce certain notations that will be used in rest of this
section and subsequently.

(i) The expression x* + y*+2gx+ 2 fy +cis denoted by S
ie,S=x*+y*+2gx+2fy+c.

(ii) The expression xx, + Yy, + g(X+x)+ f(y+y,)+cis denoted by S,
e, S, =xx +yy, +g(x+x)+ f(y+y,)+c.

Similarly S, =xx, +yy, +9(x+X,)+ f(y+y,)+cC

S, E)(1X2+y1y2+g(X1+X2)+ f(y1+y2)+c
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S, =x"+Y,+2gx +2fy, +c.

6.2.2 Position of a point with respect to a circle: The circle in a plane divides the circle
into three parts namely

(i) the interior of the circle
(ii) the circumference which is the circular curve
(iii) the exterior of the circle.

6.2.3 Theorem: Let S=0be a circle in a plane and P(x,,y,) be any point in the same
plane. Then

(i) P lies in the interior of the circle < S;, <0,
(ii) P lieson the circle < S;; =0,
(iii) P lies in the exterior of the circle < S, >0.

Proof: Let S=x*+y*+2gx+2fy+c=0...(1) be the equation of the given circle and
P(x,,y;) be any point in the plane. Then C(—g,—f) is the centre andr is the radius of

the circle. v

(i) P lies in the interior of the circle 4

<CP<«r
<CP? < r?
< +9)+(y, + )Y <g’+f*—c

< xS +y° +2gx +2fy, +c<0.

<S,, <0.

(ii) P lies on the circle
<CP=r
< CP? =r?

S +9)’+(y,+ ) =g"+f*—c

v
X

< xS +y +2gx +2fy, +¢c=0
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<S5, =0.

(iii) P lies in the exterior of the circle
<SCP>r
& CP?>r?

S +9)+(y, + )Y >g*+f?—c

v

< xS +y°+2gx +2fy, +¢>0.
<S5, >0.

6.2.4 Example: Let S=x*+y?+6x+8y—96=0...(I) be the equation of the circle and
P(1,2) be a point in the plane. Here (x,y,)=(2). S, =1°+2%+6(1)+8(2)—96=-69.
Since S;; <0, by Theorem 6.2.3, the point P(1,2) is in the interior of the circle. Note that
the centre of the circle is (—3,—4) and radius is 11. The distance from the centre to the

point (1,2) is J52which is less than the radius 11. Hence, the point P(1,2) is inside the
circle.

6.2.5 Definition: Let P be any point on a given circle and Q be a neighbouring point of
P lying on the circle. Join P and Q. Then PQ is a secant. The limiting position of the

line PQwhen Q — P along the circle, is called the tangent at P.

6.2.6 Definition: If P is an external point to the circle S=0 and PT is the tangent from
P to the circle S=0 Then PT is called the length of the tangent from P to the circle.

6.2.7 Definition: Suppose S=0 is the equation of the circle with centre C and radius r.
Let P(x,,Y,) be any point in the plane. Then CP?—r?is defined as the power of P with
respect to the circle S=0

6.2.8 Note: A point P(x,y,) lies in the interior of the circle, on the circle or in the

exterior of the circle according as the power of P with respect to the circle is negative,
zero or positive respectively.

6.2.9 Theorem: The power of a point P(x,, y,) with respect to the circle S=0is S,,.

Proof: Let S=x*+y*+2gx+2fy+c=0...(1) be the equation of the given circle and
P(x,,y;) beany point in the plane. Then C(—g,—f) is the centre andr is the radius of
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2
the given circle. Then CP? —r? =(x, +g)*+(y,+ )’ —(«/g2 +f? —c)

= x> +Yy,’+2gx +2fy, +c =S,,.
Hence the power of a point P(x,, y,) with respect to the circle S=0is S,,.

6.2.10 Example: Let S=x*+y®> +6x+8y—96=0...(1) be the equation of the circle and
P(1,2) be a point in the plane. Let us find the power of a point P(1,2) with respect to the
circle S=0.Here (x,¥;)=(2). S,, =1° +2° +6(1) +8(2) —96 = —69. By Theorem 6.2.9,
the power of a point P(x,,y,) with respect to the circle S=0is S;;. Hence, the power of
apoint (1,2) with respect to the circle x* + y* +6x+8y—-96=0 is —69.

6.2.11 Note: Let S=0be acircle and P(x,, y,) be any point in the plane. If a line through
P(x.,y,) meetsthe circleat A and B then the power of P is equal to PA.PB

6.2.11 Theorem: Let S=0 be acircle and P(x,, y,) is an exterior point with respect to the
circle S=0then the length of the tangent from P(x,, y, ) with respect to the circle S=0

is /S,
Proof: Let the tangent drawn from P(x,, y,) meets the circle at A.
By Note 6.2.11, we have PA.PA =S, Y t

PA’=S,

“PA=5,. i

Hence the length of the tangent from P(x,,y,)

v
X

to the circle S=0 is 4/811 o)

6.2.12 Example: Let us find the length of the tangent from (12,17) to the circle
S=x"+y’-6x—-8y—25=0.Here (x,Y,) =(12,17).

S, =122 +17° —6(12) —8(17) — 25 =100 = /S, = +/100 =10

By Theorem 6.2.11, the length of the tangent from P(x,, y,) to the circle S=0 is /S,,.

Hence, the length of the tangent from (12,17) to the circle S=x* + y* —6x—8y—25=0is
10

6.2.13 Solved Problems:
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1. Problem: Find the position of the point P(1,2)with respect to the circle
S=x*+y*—4x-6y+11=0. Also find the power of the point.

Solution: The given pointis P(1,2)

The given equation of the circle is S=x* + y> —4x -6y +11=0. ()
It is of the form x* + y* + 2gx+2fy+c =0 ()]
Compare equations (1) & (I) we get 2g =—4,2f =—6,c =11
=g=-2,f=-3c=11

We have S, =x°+Y,>+2gx +2fy, +c=1°+2°+2(-2)1+2(-3)2+11
=S, =1+4-4-12+11=0

~.P(1,2) lieson thecircleS= x* + y* —4x—6y+11=0
The power of the point P(x,, y; ) with respect to the circle S=0is S,
The power of the point P(1,2)with respect to the circle X +y?—4x—-6y+11=0is 0.

2. Problem: Find the length of the tangent from P(1,3) to the circle
S=x*+y*-2x+4y-11=0.

Solution: The given pointis P(1,3)

The given equation of the circle is S=x* +y* —2x+4y-11=0 (1)
It is of the form x* + y* +2gx+2fy+¢c=0 .1
Compare equations (1) & (I)we get 2g =-2,2f =4,c=11
=g=-1f=2c=11

We have S, =x°+vy,>+2gx +2fy, +c=1"+3*+2(-1)1+2.2.3+11
—S,=1+9-2+12+11=31

The length of the tangent from P(x,, y, ) with respect to the circle S=0 is S,

The length of the tangent from P(1,3) with respect to the circle X +y?—4x—-6y+11=0

is\/ﬁ
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3. Problem: If the length of the tangent from P(5,4) to the circle S=x*+y*+2ky =0
is 1, then find k

Solution: The given point is P(5,4)

The given equation of the circleis S=x"+y*> +2ky=0 ()
It is of the form x* + y* + 2gx+2fy+¢c =0 (1)
Compare equations (1) & (1) we get 2g =0,2f =2k,c=0

=g=0,f=kc=0

Given the length of the tangent from P(5,4) to the circle S= X*+y>+2ky =0 is 1,

The length of the tangent from P(x,, y, ) with respect to the circle S=0 is @

We have «/Sll=1:>\/x12+y12+2gx1+2fy1+c=1 =5 +4"+2k4 =1

=/41+8k =1 =41+8k =1=8k =1-41 =8k =—40 =k :_%0 =k=-5

4. Problem: A point P moves such that the length of the tangents from it to the circles
S=x’+Yy*—4x-6y—12=0 and S'=x*+y’ +6x+18y+26=0 are in the ratio 2:3
then find the locus of P

Solution: Let P(x,, y,)be any point on the locus.

Given equation of the circles are
S=x"+y?—4x-6y—-12=0........ (1), S =x*+y*+6x+18y+26=0........ )}

Given ratio of the length of the tangents from P(x,, y,) to the circles (1) & (11)is2:3
ie /S, S, =2:3

\/x12+y12—4x1—6y1—12 _Z:) X12+y12_4xl_6y1_12 _ﬂ
JxE+ Y2 +6x +18y, +26 3 X +Y, +6% +18y,+26 9

=

= 9(x” +Y,” —4x —6y, —12) = 4(x° +Y,” + 6% +18Y, + 26)

= 9x° +9y,” —36x, —54y, —108 = 4 +4y,” +24x, + 72y, +104
= 5x° +5Y,” —60x, —126y, —212=0

Hence the required locus is 5x* +5y* —60x —126y—212=0
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6.3 Position of a straight line in the plane of a circle- Condition for a line
to be tangent:

In the earlier classes, we learnt the position of a point with respect to a circle. In
this section we shall learn the position of a straight line in a plane with respect to a circle.

6.3.1 Different cases of position of a straight line with respect to a circle:
Given a straight line L=0and a circle S=0 we have three possibilities, namely:
(i) The line meets the circle in two distinct points
(i) The line meets the circle in one and only one point
(iii) The line L does not meets the circle i.e., L and the circle have no common points.

Now we examine under what conditions the above three situations arise.
6.3.2 Theorem: A straight line y=mx+c

2
(i) meets the circle x* +y? =r? in two distinct points if o < r’
+m

2
2

(ii) touches the circle x* +y* =r? if =r

1+m?

. . . .. C
(iii) has no points in common with the circle x> +y* =r? if 1 >re.
+m

Proof: The equation of the given circle is x>+ y® =r?...(1) and the equation of the given
straight line equation is y=mx+c ie, mx—y+c=0..(Il)

If any point common with (1) and (lI), the coordinates of the point satisfy both the
equations (1) and (I1).To solve them we eliminate y from (1) and (1I).

Substitute (I1)in (1) we get x*+(mx+c)® =r?

ie., X*(A+m?)+2mex + (¢ —r?) =0...(1l)

The roots of (I11) are real, coincident or imaginary according as
(2mc)? —4(1+m?)(c® —r?) >=<0
i.e.,4m’c® —4(c®* +c’m® —r’ —r’m?) >=<0

ie,c’—r’(1+m?) >=<0
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c

Case (i): If
) 1+ m?

< r?,then the straight line meets the circle in two distinct points.

CZ

1+m

Case (ii): If = r?,then the straight line touches the circle.

7 =

CZ

Case (iii): If 1 > r?,then the straight line does not touch or cut the circle.
+

m2

6.3.3 Note: If S=x*+y?+2gx+2fy+c=0 represents a circle then the straight line
IX+my+n=0

_n)2
(i) meets the circle S=0 in two distinct points if g+ f2—c>(gll+zm#
+m
_ 2
(ii) touches the circle S=0 if g°+ f? —c=w
I“+m
(gl + mf —n)?

(iii) has no points in common with the circle S=0 if g*>+ f°—-c< .
+m

6.3.4 Note: (i) For all real values of m the straight line y=mx+r+1+m? is a tangent to

the circle x* + y? =r?® and the slope of the tangent is m.

(i) A straight line y =mx-+c is a tangent to the circle x* +y? =r? if ¢=#ry1+m?
tangent is m.
(i) The equation of tangent to the circle S=x* + y* +2gx+2fy+c =0 having the slope

mis y+ f =m(x+g)+rv1+m? where ris the radius of the circle.

6.3.5 Chord joining two points on a circle: In the next section we derive the chord
joining two points on a circle.

6.3.6 Theorem: The equation of the chord joining two points (x,,y;)and (x,,Y,) on the
circle S=0is S, +S, =S,,.

Proof: Let P(x,y,) and Q(X,y,) be two points on the circle
S=x%+y?+2gx+2fy+c=0 then the equation of PQ is y—ylzu(x—xl)...(l)
X =%

2
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Since P(x,,y;) and Q(x,, Y, )be two points on the circle S=0 we have S, =0 and
S,, =0 ie,x’+y’+2gx +2fy, +c=0 andx,” +y,” +2gx, +2fy, +c=0

Yo— Y1 — _(Xl X% +Zg) (”)

Subtracting and simplifying we get .
X =% (Y +Y,+2f)

—(a+%+29)
oty 2f) &=

Substituting (I1)in (1), we get y-vy, =
e, (X=x)(X +%,+29)+(y—-y)(y,+y,+2f)=0
1.8, XX + VY, + XX, + VY, + 20X+ 2 fy = XX, + Y, Y, + X° +Y,” +2gx +2fy,
By adding g(x, +x,) + f (y, +,)+ 2con both sides to the above equation we obtain
S +S,=5,+S,
S +S,=S, (-S,=0)
. The equation of the chord PQis S, +S, =S,,.

6.3.7 Chord joining two points on a circle: In the next section we derive the equation of
tangent at a point on the circle.

6.3.8 Theorem: The equation of tangent at P(x,,y;) to the circle S=0is S, =0.

Proof: Let P(x,y,) and Q(X,Y,) be two points on the circle
S=x’+y*+2gx+2fy+c=0.

By Theorem 6.3.7, the equation of the chord PQisS, +S, =S,,...(1)
The chord PQbecomes the tangent at P when Q approaches P.
ie.,(X,,Y,) approaches to (X, ;)

~. The equation of the tangent at P is obtained by taking limits (x,, y, )tends to as

(%, Y, ) on either sides of (1)

So, the equation of the tangent at P is given by lim (S, +S,) =1limS,,
QP Q—P

ie, S +S =5,[S, >SS, >S,a5 (%, ¥,) > (X, V1) |

.25,=0=5,=0.
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The equation of the tangent at the point P(x,y,) to the circle
S=xX*+y’ +2gx+2fy+c=01is S, =xx +yy, +g(x+ %)+ f (y+y,)+c=0.

6.3.9 Note: The equation of the tangent at the point P(x,, y;) to the circle x*+y> =r? is
X%, + Yy, —r? =0.

6.3.10 Point of contact: If a straight line Ix+my+n=0 touches the circle

S=x>+y”>+2gx+2fy+c=0at P(x,Y,)then this line is the tangent to the circle S=0at
P(x.y,) and hence by Theorem 6.3.8 its equation is

(X, +g)Xx+(y,+ f)y+(gx + fy,+c)=0 and therefore (x +9g),(y,+ f),(gx + fy, +c)
are proportional to I, m,n respectively. Using these three proportions it is possible to find

the point of contact of the given tangent to the circle S=0. definition we find an equation
of tangent at any point in section 6.3. We also learn the position of a point with respect to
a circle and power of a point. Further, we define the length of a tangent from a point and
obtain a formula for it.

6.3.11 Solved Problems:

1. Problem: Find the equation of the tangent at P(—1,1) to the circle
S=x*+y*—6x+4y—-12=0.

Solution: The given point is P(-1,1)
The given equation of the circle is S=x*+y? —6x+4y—-12=0.............. (N
It is of the form x* + y* +2gx+2fy+c=0......... (D)
Compare equations (1) & (Il) we get 2g =-6,2f =4,c=-12
—g=-3f=2c=-12

The equation of tangent at P(xl, y;) to thecircle S=01is S, =0
The equation of tangent at P(—1,1) to the circle S=x*+y*—6x+4y—-12=0 is
S =x(-D+y@D-3(x-D)+2(y+1)-12=0 = -Xx+y-3x+3+2y+2-12=0
= A4X+3y-7=0=4x-3y+7=0

Hence the required equation of tangent is 4x—3y+7=0
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2. Problem: Find the point of contact of the line x + y+g = 0 with respect to the circle

S=x*+y*-3x+7y+14=0.

Solution: The given line is x + y+g =0 (1)
The given equation of the circle is S=x* + y* —=3x+7y+14=0 ...(1)
It is of the form x* + y* + 2gx+2fy+¢c=0 (11

Compare equations (1) & (111) we get 2g =-3,2f =7,c=14

:gz—E, f =Z,c=14
2 2

Let P(h,k)be the point of contact.
The equation of tangent at P(h,k) to the circle S=0is S, =0

The equation of tangent at P(h,k) to the circle S=x*+y*-3x+7y+14=0is
3 7
S, =xh+ y.k—E(x+h)+E(y+k)+14:0

:{h—ﬁjw{k+ij+(—§h+zk+14j=0 (V)
2 2 2 2

Since () & (IV) represents same equation we get

3 7 3, 7
h—] (k+) (—h+k+14j
( 2)_\ 2)_\2 2 TN B S A T TN A R
1 1 3 2 2 22 2

=

2

h=2k=-2
2777

Hence the required point of contact is (g—g)

6.3.12 Normal: The normal at any point P of the circle is the line passes through P and is
perpendicular to the tangent at P.

6.3.13 Equation of normal: We find the equation of normal at a point lying on the circle.
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6.3.14 Theorem: The equation of normal at P(x,y,) to the circle
S=x*+y’ +2gx+2fy+c=0is (x—x)(y, + ) —(y—y,)(x +g) =0.

Proof: Let C be the centre of the circle given by S=x*+y*+2gx+2fy+c=0...(1)
Then C(—g,—f).

We know that normal at any point passes through the centre of the circle.

The slope of CP = M
X +9

Hence the equation of the normal at P(x, ;) is y—y, = 2~ f (X—%,)
X+d

e, (X=x)(y, + )= (y—-y)(x,+9g) =0

6.3.15 Note: The equation of normal to the circle x*+y*=r?at P(x,y,) is
Xy, —yx, =0.

6.3.16 Example: Let us find the equation of normal to the circle x* +y> =25at P(3,4)

By Note 6.3.15, the equation of normal to the circle x*+y*=r”at P(x,y,) is
Xy, — yX, =0.

Hence, the equation of normal to the circle x* +y® =25at P(3,4) is 4x -3y =0.

Exercise 6(a)

I Find the equation of the circle having centre C and radius r are as given below:

(i) C(=1.2),r = 4 (ii) C(~7,-3),r = 4 (iii) c(g,—g), r=6(v) C(L7),r==

N[O

(v) C(0,0),r =9 (vi) C[—%,—Qj,r:5 (vii) C(a,-b),r=a+b

(viii) C(a,-b),r =+/a’—b? (ix) C(cosd,sind),r =1 (x) C(a,b),r =v/a’ +b’

Il Find the centre and radius for the following circles:
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(i) x> +y? —4x -8y —41=0. (ii)3x* +3y* —6x+4y—4=0.
(iii) 3x* +3y? —5x—6y+4=0. (iv)2x* +2y* —4x+6y—-3=0.
(v) X* +y? +2ax—2by +b* =0.

111 Find the equations of the circles whose extremities of the diameter are given below:

(i) (—4,3)&(3,4) (ii)(8,6) & (1 2) (iii) (4,2) &(L5) (iv) (7,-3)&(3,5) (v)(L1) &(2,-1)
(vi)(3,2) &(2,7) (vii)(0,0)&(8,5) (viii) (1,2) &(4,6) (ix)(a,0)&(0,b)

IV Find the equation of the circle passing through the points as given below:

(i)(3.2),(3.4),(1.4) (ii)(2.1).(5.5).(-6,7) (iii)(5,7).(8,1),(1,3) (iv)(0,0),(a,0),(0,b)

V Find the position of the point P with respect to the circle S=0. Also find the power of
the point.

(i) P(34), S=x*+y*—4x—-6y+12=0 (ii) P(15),S=x*+y*-2x-4y+3=0

(iii) P(2,-1),S=x*+y*—2x—-4y+3=0 (iv)P(4,2),S=2x*+2y* -5x—4y-3=0

(VP(L,2),S=x*+y’+6x+8y—-96=0  (vi)P(5,-6),S=x"+y* +8x+12y+15=0

(Vii)P(2,3),S=x*+y*—2x+8y—23=0 (viii)P(0,0),S=x*+y?—14x+2y+25=0

(ix)P(-2,5),S=x*+y*-25=0

V1 Find the length of the tangent from P to the circle S=0.

(i) P(12,17), S=x* +y? —6x—-8y—-125=0 (ii) P(0,0), S=x*+y*—14x+2y+25=0

(iii) P(-2,5),S=x*+y?-25=0 (iv)P(2,5),S=x*+y?-5x+4y-5=0

VI Find the equation of tangentat P to the circle S=0.

(i) P(7,-5), S=x*+y?—6x+4y-12=0 (ii) P(-10)2, S=x"+y*—4x—-8y+7=0
(iii) P(—6,-9),S=x*+y?+4x+6y—39=0 (iv)P(3,4),S=x*+y*—4x—6y+11=0
(V)P(3,2),S=x*+y*—x—-3y—-4=0 (Vi)P(L1),S=2x*+2y* -2x—5y+3=0
(Vii)P(3,-2),S=x*+y* =13

VI

1.Find a if the radius of the circle x*+y*—4x+6y+a=0 is 4.

2. If the length of the tangent from (2,5) to the circle S=x*+y*-5x+4y+k=0is

J37, then find k
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3. A point P moves such that the length of the tangents from it to the circles
S=x"+y*—4x-6y-12=0 and S'=x*+y*+8x+12y+15=0 are in the equal ratio
then find the locus of P

4. A point P moves such that the length of the tangents from it to the circles
S=x"+y*—2x+4y—-20=0 and S'=x*+y°-2x-8y+1=0 are in the ratio 2:1 then
find the locus of P

5. Find the point of contact of the line 4x—3y+7=0 with respect to the circle
S=x’+y?—6x+4y-12=0.
Key concepts
1. Accircle is the set of points in a plane such that they are equidistant from a
fixed point lying in the plane. The fixed point is called the centre and the

distance from the centre to a point on the circle.

2. The equation of a circle with centre O(0,0) and radius ris x*+y*=r?

The equation of a circle with centre C(h.K) and radius ris
(x=h)*+(y—-k)>=r?
x* +y® +2gx+2fy +c =0 is considered as general equation of circle.

w

The centre of the circle x* +y?+2gx+2fy+c=0is (—-g,—f).

The radius of the circle x* +y*+2gx+2fy+c=0is \/g*+ f* —c.

Two or more circles are said to be concentric if their centres are same.
If the radius of a circle is 1 then it is called a unit circle.
If the radius of a circle is 0 then it is called a point circle.

10. If g®—c > Othen the intercept made on the x~axis by the circle

X*+y*+2gx+2fy+c=0is Zm.

11. If 2 —c > Othen the intercept made on the y~axis by the circle
X*+y° +2gx+2fy+c=0is Zm.

12. The equation of the circle whose diameter extremities are (x,,y,)and (x,,y,) is
(X=%)(X=% ) +(y=¥%:)(y=¥,) =0.

13. The equation of a circle passing through three non-collinear points
P(%:%),Q(%,¥,) and R(x,,y;) is

©oo~N o 0 ok
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X ¥ 1 ¢yl x ¢ 1 XY Qg
X, ¥V, WO +y?)+[c, ¥, Ux+|x, ¢, Ly+|x, ¥, c,|=0
X ¥, 1 C; ¥ 1 X G 1 X3 Y3 G

¢ =—(x2+y2) (=123

where

14. The centre of the circle passing through three non-collinear points

Clyll chll

c, ¥y, 1 X, C, 1

. Cc, ¥, 1 X, € 1

P(x,Y;),Q(x,, and R(x,, IS 3 73 1 2 3
(% %), Q(%. ¥2) (%1 Ys) Ty 1 oy 1
=2x|X, Y, I =2x|X, Y,

X ¥; 1 X Y1

15. Let S=0beacircle inaplane and P(x;, y,) be any point in the same plane. Then
(i) P lies in the interior of the circle < S, <0,

(ii) P lies on the circle S, =0,

(1) b Jies in the exterior of the circle <S5, >0.

16. The power of a point P(x;, y,) with respect to the circle S=0is S;.

17. The length of the tangent from P(x,, y, ) with respect to the circle S=0 is S,
18, 1f S=X" +Y’ +2gx+2fy+c=0 represents a circle then the straight line
IX+my+n=0

_ 2
(i) meets the circle S=0 in two distinct points if g°+ f?>—c> W
+
)2
(i) touches the circle S=0 if g+ f?—c :w
I“+m

(iii) has no points in common with the circle S=0 if g+ f°-c< 7
+m

19. The equation of the chord joining two points (x,,y;)and (x,,y,) on the circle
S=0is S, +S, =S,,.

20. The equation of tangent at P(x,,y;) to the circle S=0is S, =0.

o1 The equation of the tangent at the point P(x.Y,) to the circle x> +y®=r?is
X%, +yy, —r®>=0.
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9o The equation of normal at P(x.Y,)to the circle S=x*+y*+2gx+2fy+c=0 is
(xX=x)(y, + )= (y—=y)(x +9) =0.

The equation of normal to the circle x* +y* =r?at P(x,,Y;) is xy, — yx, =0.
23.

Answers
Exercise 6(a)

I (i) X*+y? +2x—4y-11=0. (ii) X* + y* +14x+6y+42=0

(iiii) 36x2 +36y2 —180x + 96y —1007 = 0 (iv) 4x* + 4y? —8x —56y +175=0
(v) x> +y? =81 (Vi) 4x* +4y® + 4x+ 72y + 225 =0 (vii) x> + y* —2ax+2by —2ab =0

(viii) x> +y® +2ax + 2by + 2b* =0 (ix) x* + y* —2xcosf —2ysingd =0
(x) xX*+y®>—2ax—2by=0

Il (i))C(2,4),r =+/61 (ii)C(l,%j,r :g (iii)CKE,l),r RVE]

6 6
(iv)C(l,—gj, r= g (v) C(-a,b),r=a.

I (i) x> +y* +x—=7y=0(ii) X’ +y* —9x—-8y+20=0

(iii) X* +y? =5x—7y+14=0 (iv) X* +y* -10x—-2y+6=0 (V) X’ +y* —=3x+1=0
(vi) x* +y? —5x—8y+13=0 (vii) x* +y* —8x-5y =0

(viii) x* +y* -5x—-8y+16=0(ix) x> +y* —ax—by =0.

IV (i) x> +y>—4x-6y+11=0(ii) X’ +y* +x-12y+5=0
(iii) 3x* +3y* —29x—-19y+56 =0 (iv) x* + y* —ax—by =0

V (i) outside (ii) outside (iii) outside (iv)outside (v) inside (vi)outside
(vii)outside (viii)outside (ix)outside

VI (i) 10 (i) 5 (iii) 2 (iv)/34

VII (i) 4x—-3y—-43=0 (ii) 3x+4y-5=0 (iii) 2x+3y+39=0 (iv)x+y-7=0
(V)5x+y—17=0 (vi)2x—y—-1=0 (vii)3x—2y =13

VI

l. a=-3. 2. k=-2 3. 4x+6y+9=0

4. x*+y*-2x-12y+8=0 5. (-11).
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Y

7. SYSTEM OF CIRCLES

Introduction:

In this chapter, we shall discuss the relative position of two circles, the angle
between two intersecting circles and obtain a condition for orthogonality. Also, we shall
learn about the radical axis of two circles, its properties, common chord, common tangent
of two circles and the radical centre.

7.1 Relative positions of two circles:

The number of common tangents that can be drawn to two given circles depend
on their relative positions. We shall describe the various possible relative positions of two
circles. First, let us recall that any two intersecting common tangents of two circles and
the line joining the centres of the circles are concurrent, equivalently the point of
intersection of two common tangents (if exists) of two circles are collinear. In this section
we learn the different possible relative position of two circles and the number of common
tangents exists in each case.

Y
7.1.1 Definition: 1
A straight line L is said to be a
common tangent to the circles
S=0and S'=0if it is a tangent
to both S=0and S'=0. . >

7.1.2 Definition: Two circles are said to be touching each other if they have only one

common point.
A Y

A

7.1.3 Relative positions of two circles: Let C,,C, be the centres and r,,r, be the radii of

two circles S=0and S' =0 respectively. Further let C,C, represents the line segment
from C,to C,. The following cases arise with regard to the relative position of two
circles.
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(i) CC,>r+r,

In this case the two circles do not intersect and one circle will be away from the other
circle.

(i) CC,=r+r,

In this case the two circles touch each other externally.

(iii) [n—r,|<CC, <r+r,

In this case the two circles intersection two distinct points.

(iv) C,C, =|r—r,

In this case the two circles touch each other internally.

(v) CC, <|r—r,

In this case the two circles do not touch or do not intersect and one circle will be

completely in side the other.

7.1.4 Note: If C,C, =0 then the centres of the two circles coincides and they are
concentric circles.

7.1.5 Note: Let C,,C, be the centres and r;,r, be the radii of two circles S=0and S'=0
respectively.

(i) If C,C,>r +r,. Inthis case the points P,Q are collinear with the centres C,and C,

of given circles. The point of intersection of transverse pair of common tangents P is
called the internal centre of similitude and the point of intersection of conjugate pair of

common tangents Q is called the internal centre of similitude. Here P divides C,C, in the
ratio r, :r, internally and Q divides C,C, in the ratio r,:r, externally. In this case the
number of distinct common tangents are 4.

(ii) If |r—r,|<C,C, <1 +r,. In this case the internal centre of similitude P is the point

of contact of two given circles. At P there is only one common tangent. Through Q, there
will be two common tangents. In this case the number of distinct common tangents are 3.

(iii) If C,C,=r+r,. In this case the internal centre of similitude does not exist. Only

two common tangents exists at Q. In this case the number of distinct common tangents
are 2.

124



(iv) If C.C, =|r,—r,|. Inthis case the internal centre of similitude does not exist. Only

one common tangent exists at Q. In this case the number of distinct common tangents is
1.

(v) If C.C, <|r,—r1,|. In this case the internal centre of similitude and external centre of
similitudes does not exist. In this case the number of distinct common tangents is zero.

7.1.6 Solved Problems:

1. Problem: Discuss the relative position of the following pair of circles
x> +y?—4x—-6y—-12=0 and x*+y’+6x+18y+26=0.
Solution: Let the given equations of circles be S= x>+ y? —4x—6y—12=0.......(1)

S’ =x*+y*+6x+18y+26=0.......(1I)
LetC,,C, be centres andr,,r, be radii of circles (I) & (I1) respectively.

We have C, (2,3),C,(-3,-9) andr, =5,r, =8.

Now C,C, =/(2+3)2 +(3+9)? =/5? +122 =/25+144 = /169 =13
n+r,=5+8=13.

S CC,=r+r,.

.. The two circles touch each other externally.

2.  Problem: Show that the vcircles x*+y*—-4x-6y-12=0 and
5x* +5y? —8x—14y—32 =0 touch each other internally. Also find the point of contact.
Solution: Let the given equations of circles be S= x>+ y? —4x—6y—12=0.......(1)

LetC,,C, be centres andr,r, be radii of circles (1) & (I1) respectively.

We have C, (2,3),C, [ggj andr, =51, =3.

S GG RO RO

n-r,=5-3=2.

~CC,=r—r,.
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.. The two circles touch each other internally.

The point of contact P divides C,C, in the ratio r, : r, externally i.e P divides C,C, in the
ratio 5:3 externally.

m-n ' m-n 2

p:(mxz—nxl myz—nylj: 5@_3(2),5@_3(3) :(4;6,7‘9j=(—1,_1)

3. Problem: Show that four common tangents can be drawn for the circles given by
x> +y?—14x+6y+33=0 and x*+y*+30x—2y+1=0. Also find the internal and
external centre of similitudes.

Solution: Let the given equations of circles be S= x>+ y*> —14x+6y +33=0.......(I)
S'=x>+y*+30x—2y+1=0.....(11)
LetC,,C, be centres andr,,r, be radii of circles (1) & (I1) respectively.

We haveC, (7,-3),C,(-15,1) andr, =5,r, =15.

Now C,C, = (7 +15)° +(-3-1)° =22 +(-4)’ =/484+16 = /500 =105
rL+r,=5+15=20.

~CC, >+,

.. The two circles do not touch and do not intersect.

.. Four common tangents can be drawn for the circles.

The point P divides C,C, in the ratio r, :r, internally is internal centre of similitude.
|:):(mxz +nx, my, +nylj :(1(—15)+3(7) 1(1)+3(—3)j :(—15+21 1—9]

m+n  m+n 1+3 " 1+3 4 4
(6-8)_(3,
4 4 2

The point Q divides C,C, in the ratio r, :r, externally is external centre of similitude.

Q:(mxz—nxl myz—nylj :(1(—15)—3(7) 1(1)—3(—3)} =[—15—21 1+9j

m-n ' m-n ' 2 2

1-3 1-3
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4. Problem: Show that the circles x* + y*> —2x+4y—4=0 and x* + y* +4x—-6y—-3=0
intersect each other. Also find the number of common tangents.
Solution: Let the given equations of circles be S=x*+y* —2x+4y—4=0......(I)

S’ =x*+y*+4x—-6y—3=0.....(I1)
LetC,,C, be centres andr,,r, be radii of circles (I) & (I1) respectively.

We have C, (1,-2),C,(-2,3) andr, =3,r, = 4.

Now C,C, =(1+2)° +(-2-3)" =3 +(-5)’ =34
n+r,=3+4=7.

~CC, <+,

.. The two circles intersect each other.

.. Two common tangents can be drawn for the circles.

7.2 Angle between two intersecting circles:

We have learnt that two circles will intersect each other if the distance between
their centres lies between the absolute value of the difference of their radii and the sum of
their radii. For such circles we define the angle between them.

7.2.1 Definition: The angle between two intersecting circles is defined as the angle
between the tangents at the point of intersection of the two circles.

7.2.2 Note: If two circles S=0,S"=0intersect at P and Q then the angle between the two
circlesat PandQ are equal.

7.2.3 Theorem: If (i) C,,C, are centres of two given intersecting circles (ii)d =C,C,
(iii) r,,r, are radii of these circles (iv) @ is the angle between these circles, then

2 2 2
d -n-n

2nr,

cos@ =

Proof: Let P be a point of intersection of two given circles. Let the tangents drawn to two
circles at P intersect the line joining the centres at T,and T,. Then £T,PT, =6.

Consider ~C,PC, = /C,PT, + /T,PC, = 90° +90° — 0 =180° — 6.
From AC,PC,, we have C,C,’ =C,P?+C,P?-2(C,P)(C,P)cos ~C,PC,

ie, d*=r”+r>-2rr,cos(180° — )
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ie, d’ =1’ +r, - 211, (~cos0) [ -+ cos(180° — ) = —cos b |

2 2 2
d - -n

2rr,

..Cos@ =

Note that cos@is independent of the point of intersection (coordinates of the point of
intersection are not involved). Therefore, the angle at Q is also equal to 6.

724 Theorem: If @ is the angle between the intersecting circles
x> +y?+2g9x+2fy+c=0...(1) and x*+y*+2g’x+2f{y+c’ =0..(1l) then

c+c'—2gg9’'—2ff’

0= .
€0 2\/gz+f2—c\/g’2+f’2—c’

Proof: Let the given equations of circles be S=x*+y*+2gx+2fy+c=0...(1)
S =x"+y*+2gx+2fy+c' =0..(I1)

LetC,,C, be centres andr,,r, be radii of circles (I) & (I1) respectively. Then

C,(-9,—-f),C,(-g'.—f")

andr, = m r,=+9%+f?%-c.

Let & be angle between circles (1) & (I1)

By Theorem 7.2.3, we have
(9'-9) +(f'= 1) —(g*+f2—c)-(g”?+ 7 -c)
2\/gz+f2—c\/g’2+f’2—c'

cosd =

c+c'—2gg’'—2ff’

0= .
°° 2\/g2+f2—c\/g'2+f’2—c’

7.2.5 Definition: Two intersecting circles are said to be orthogonal if the angle between
them is a right angle (i.e.,90°)

7.2.6 Condition for orthogonality: Let the two given circles be given by
S=x’+y*+2gx+2fy+c=0...(1) and S'=x" + y* +2gx+2fy+c'=0...(I1)

These two circles are orthogonal, By Theorem 7.2.4,

c+c'—2gg’'—2ff’
=
2\/g2 + fz—c\/g'2+ f?—c

=0
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< c+c'—29g'-2ff'=0<«< 2gg’+2ff'=c+c’ Thus, the condition for orthogonality of
the two intersecting circles (1) & (I1)is2gg'+2ff'=c+c'.

7.2.7 Note: (i) Two intersecting circles are orthogonal if and only if the square of the

distance between their centres is equal to the sum of the squares of their radii. In this case,
a tangent of one circle at the point of intersection will be normal to the other circle and
hence it passes through the centre of the other circle.

(ii) If two circles are orthogonal, then d? =r? +r,>where d is the distance between the
centres of the circles and r,, r,are their radii.

7.2.8 Theorem: (i) If S=0,S'=0 are two circles intersecting at two distinct points, then
S-S =0(or S'—S=0) represents a common chord of these circles.

(ii) If S=0,S'=0 are two circles touching each other, then S—-S'=0(or S'-S=0)
represents a common chord of these circles.

Proof: Let the given equations of circles be S= x>+ y*+2gx+2fy+c=0...(1)
S =x"+y*+2gx+2fy+c’ =0..(I1)

(i) Let P=(x,V,),Q=(X,,Y,) be the point of intersection of (I)and (II)

Consider S-S'=0

ie, 2(g—gH)x+2(f—f)y+(c—c)=0..(l)

Clearly the points P,Q lie on (llI),since S, =0,S,,=0,S;, =0,S,, =0.

Further, the equation (I11)is linear in xand y and hence it represents a line. Therefore
S-S’ =0 is the equation of common chord of circles (I)and (I1)

(ii) Let(1)and (I1) touch each other at P(x,, y,).
Consider S-S'=0

ie, 2(g—gH)x+2(f-f)y+(c—c)=0

P(x.,y,)isapointon (I11) and it represents a line and the slope of (lI)is = _?;?’, The

slope of the line joining the centres of the circles = i
g-g

Thus the line given by (111) is perpendicular to the line of centres and it passes through
the point of contact of the two circles. Hence it is a common tangent.
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7.3 Radical axis of two circles:

In this section we shall define the radical axis of two circles and study its
properties. Also we discuss about the common chord, common tangent of two circles.

7.3.1 Definition: The radical axis of two circles is defined to be the locus of a point
which moves so that its powers with respect to the two circles are equal.

7.3.2 Theorem: If S=x*+y* +2gx+2fy+c=0...(1) and

S'=x"+y*+2gx+2fy+c’=0..(Il) are two non-concentric circles, then the radical
axis of (1) and (Il) is a straight line represented by S-S'=0( or S'-S=0)
ie, 2(g-9g)x+2(f —f)y+(c—c)=0..(llI)

Proof: Let P(x;,Y,)be a point on the radical axis. Then by the definition of the radical
axis, we have that the powers of P(x,y,) with respect to (I) and (II) are equal.
x*+y,’+2gx +2fy, +¢ =x>+y > +2g% +2fy, +c, (. The powers of P(x,y,) with
respectto S=0is S,)

ie, 2(g—-gH)x+2(f-f)y+(c—c)=0

Hence the equation of the locus of P(x;, y,)is 2(g—g")x+2(f — f)y+(c—c')=0

Note that this equation represents a straight line, since the circles are non-
concentric and therefore g = g’or f = f'. Equation (I11) can be written as S—S' =0.

7.3.3 Note: (i) For the concentric circles with distinct radii, the radical axis does not exist,

since there is no point whose powers with respect to two distinct concentric circles are
equal. However if their radii are equal then the locus is the whole plane.

(ii) While using the formula S-S’ =0 to find the equation of the radical axis, first reduce
the equations of the circles to general form (if they are not in general form)

(iii) Whenever we consider the radical axis of two circles, it means that two circles are
non-concentric.

7.3.4 Examples:

1. Example: Let us find the equation of the radical axis of the circles
S=x’+y>-5x+6y+12=0...(1) and S'=x* +y* +6x—4y—-14=0...(11)

The given equations of circles are in general form. Therefore their radical axis is
S—-S'=0 = (X*+y*—5x+6y+12)—(x*+y*+6x—-4y—-14)=0ie., 11x-10y—26=0

2. Example: Let us find the equation of the radical axis of the circles
S=2x"+2y*+3x+6y—-5=0...(1) and S'=3x*+3y* - 7x+8y—11=0...(11)
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Here, the given equations of circles are not in general form. Reducing them into general

form, we get SEx2+y2+gx+3y—g=0...(lll) and
7 8 11
S=x+y ——X+-y—-""=0..(IV
y mgXt3y-3 (V)
Therefore their radical axis is S-S'=0
3 5 7 8 11
= X +YP = X+3y—= |- X+ Y =X+ ——]:O
CRIRSTIE A PR e

3 7 8 5 11
=>|=+=[X—|3—=|y+| —=+—|=0
F3 )3 (55)

ie, 23x+2y+7=0

7.3.5 Theorem: The radical axis of any two circles is perpendicular to the line joining
their centres.

Proof: Let the equations of two non-concentric  circles be
S=x’+y*+2gx+2fy+c=0...(1) and S'=x* + y* +2gx+2fy+c'=0...(I)

Then  (-g,-f)#(-g’,—f"). The equation of the radical axis is
2(g—g)x+2(f —f)y+(c—c’)=0..(l)

!

.. The slope of the radical axis = __? — ?

The slope of the line joining the centres of the circles = i
g-9

Since (the slope of the radical axis) x (slope of the line joining the centres) = —1,

the radical axis is perpendicular to the line joining the centres.
7.3.6 Theorem: The radical axis of two circles is

(i) the common chord when the two circles intersect at two distinct pints.
(ii) the common tangent at the point of contact when the two circles touch each other.

Proof:  Let the equations of two circles be S=x*+y*+2gx+2fy+c=0..(1),
S'=x"+y*+2gx+2fy+c’'=0..(I1) and the radical axis of these circles be L, then
L=S-S =2(g-g)x+2(f —f)y+(c—c)=0...(Il)

(i) Let the circles given by (I)and (I1) intersect at two distinct points P and Q.

By theorem 7.2.8, S—S' =0 is the common chord. Hence is (i) proved.
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(ii) Let the circles given by (1)and (11) touch each other at P
By theorem 7.2.8, S—S' =0 is the common tangent. Hence is (ii) proved.

7.3.7 Solved problems:

1. Problem: Find the angle between the pair of circles x*+y?+4x—14y+28=0 and
x> +y?+4x-5=0

Solution: Let the given equations of circles be S= x>+ y* +4x—14y +28=0.......(1)
S’ =x>+y*+4x-5=0....(I1)

Hereg=2,f =-7,c=28;9'=2,f'=0,c'=-5

Letd be angle between circles (1) & (11) then cos@ = c+c —299"—21f ,
2\/g2+ fZ_C\/gr2+ fIZ_Cr
 cosO 28-5-2(2)(2) - 2(-7)(0)  cosg_ . 28-5-8-0
2J(=2)% +(=7)? - 28./(-2)* + (0)* - (-5) 2J4+49-28J4+0+5
15 15 1
= C0SP =—F——= = 0SS0 =—— = Cc0sf =—
2/25/9 2(5)(3) 2
-0 =60°

2. Problem: If the angle between the circles x*+y®>-12x—6y+41=0 and
X +y?+kx+6y—59=0 is 45°then find k.

Solution: Let the given equations of circles be S= x> +y? -12x -6y +41=0.......(1)
S'=x*+y?+kx+6y—-59=0.......(1I
Here g=6,f =3,c=41,9'=k/2,f'=3,¢c'=-59

c+c'—2gg’'—2ff’
2\/g2+ f2—c\/g’2+ f2 ¢

Let @ be angle between circles (1) & (I1) then cos@ =

Given @ = 45°.

41-59—2(-6)(k / 2) — 2(-3)(3)
2/(=6)? +(=3)% —41/(k / 2)? +(3)? — (-59)

— cos45° =

1 41-59+ 6k +18
V2 2/36+9-41Jk?/4+9+59
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1 3K 1 3Kk
V2. Jak?raves N2 k2272

=k?=16 =k =14

24272 =18k> = 17k* =272

3. Problem: Find the equation of radical axis of the pair of circles
X2 +y? —3x—4y+5=0 and3x? +3y*> —7x+8y+11=0

Solution: Let the given equations of circles be S=x*+y? —3x—4y+5=0.......(1)

The equation of radical axis of the pair of circlesis S—S' =0

:>(x2+y2—3x—4y+5)—(x2+3/2—£X+§y+1—31j=0:> Zx-2yan

= x+10y-2=0
.. The required equation of radical axis isx+10y—2=0

4. Problem: Find the equation of common chord of the pair of circles
x> +y? —4x—4y+3=0 andx* + y* —5x—6y+4=0

Solution: Let the given equations of circles be S=x*+y* —4x—4y+3=0......(1)
S'=x*+y*-5x—6y+4=0....(I)

The equation of common chord of the pair of circlesis S—S' =0

= (X* +y* —4x—4y+3)— (X’ +y* —5x—6y+4)=0=—x+2y—-1=0

= x-2y+1=0

.. The required equation of common chord isx—2y+1=0

5. Problem: Find the equation of common tangent of the pair of circles
X*+y>+10x—-2y+22=0 and x* + y* +2x -8y +8=0

Solution: Let the given equations of circles be S=x* +y* +10x—2y+22=0.......(1)
S’ =x*+y*+2x-8y+8=0.....(11
The equation of common tangent of the pair of circles is S—S'=0

:>(x2+y2+10x—2y+22)—(x2+y2+2x—8y+8:0):0:>8x+6y+14:0
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=3x+4y+7=0
.. The required equation of common tangent is3x+4y+7=0

Exercise 7( a)

I Discuss the relative positions of the following pairs of circles:
(i) x> +y* —8x—6y+21=0 and x*+y°—-2y-15=0

(i) X* +y* +6x+6y+14=0 and x*+y*—2x—4y—-4=0
(iii)(x—2)2+(y+1)2=9 and (x+1)2+(y—3)2:4

(iV)X* +y*—4x—2y+1=0 and x*+y?—6x—4y+4=0

(V) X¥*+y*>=4 and x*+y*>—-6x—-8y+16=0

(Vi) X* +y? —4x+2y—4=0 and xX*+Yy*+2x-6y+6=0

(Vi) X* +y? +4x—6y—-3=0 and x*+Yy*+4x-2y+4=0
(Vi) X* + y* +6x -2y +1=0 and x*+y*—-2x—6y+9=0
(i(X)X*+y*=4 and x*+y*-2x-6y+9=0

Il Find the internal and external centre of similitudes for the following circles:
(i) x* +y*—8x—6y+21=0 and x*+y>*—-2y-15=0

(i) X* +y* +6x+6y+14=0 and x*+y*—2x—-4y—-4=0
(iii)(x—2)2+(y+1)2=9 and (x+1)2+(y—3)2:4

(iV)X* +y* —4x—2y+1=0 and x*+y°—6x—4y+4=0

(V) X¥*+y*°=4 and x*+y*—-6x—-8y+16=0

(Vi) X* +y* —4x+2y—-4=0 and X’ +y*+2x—6y+6=0

(Vi) X* +y* +4x—-6y—3=0 and x*+y*+4x-2y+4=0
(Vi) X* + y* +6x—2y+1=0 and x*+y*—2x—6y+9=0

(iX)x*+y*=4 and x*+y*>-2x-6y+9=0
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111 Find the angle between the following pair of circles:

() X*+y®>—12x—-6y+41=0 and x*+ Yy’ +4x+6y—-59=0
(i) x* +y*+2ax+8=0 and x*+y*+2by—-8=0
(iii)x* + y* +4x+8=0 and x*+y*-16y—-8=0

(iV)x* +y* —6x—8y+12=0 and x*+y*—4x+6y—24=0

(V) X*+y?—5x—-14y—34=0 and x*+y*+2x+4y+1=0

(Vi) X* +y* —4x+14y-116=0 and x*+y*+6x-10y—-135=0
IV Find the equations of the radical axis of the following pair of circles:
DX +y* +2x+4y+1=0 and x*+y*+4x+y=0

(i) X* +y*+4x+6y—7=0 and 4x*+4y*+8x+12y-9=0
(iii)x* +y*—2x—4y—-1=0 and x>+ y* —4x—-6y+5=0

V Find the equations of the common chords of the following pair of circles:
DX +y* +2x+3y+1=0 and x*+y*+4x+3y+2=0

(i) x> +y*>—6x—4y+9=0 and x*+y*-8x—6y+23=0
(iii)(x—a)2+(y—b)2 =c® and (x—b)2+(y—a)2 =c” (a=b)
VI Find the equations of the common tangents of the following pair of circles:
()x*+y*—2x—4y=0 and x*+y*-8y—4=0
(i) X* +y*—8x—2y+8=0 and x*+y*—2x+6y+6=0
(iii)x* +y*—2x=0 and x*+y*+6x—6y+2=0
(iV)X* +y*> —2x—-4y—-20=0 and x*+y*+6x+2y—90=0
Key concepts

1. A straight line L is said to be a common tangent to the circles S=0and S'=0if itisa
tangent to both S=0and S'=0.

2. Two circles are said to be touching each other if they have only one common point.
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3. Let C,,C, be the centres and r,r, be the radii of two circles S=0and S'=0

respectively. Further let C,C, represents the line segment from C,to C,. The following
cases arise with regard to the relative position of two circles.

(i) If C,C,>r, +r,then the two circles do not intersect and one circle will be away from
the other circle and the number of distinct common tangents are 4.

(ii) If C,C, =r, +r, then the two circles touch each other externally and the number of
distinct common tangents are 3.

(iii) If |r,—r,|<C,C, <1 +r, then the two circles intersection two distinct points the
number of distinct common tangents are 2.

(iv) If C,C, =|r,—r,| then the two circles touch each other internally the number of
distinct common tangents are 1.

(v) If C,C, <|r,—r,| then the two circles do not touch or do not intersect and one circle
will be completely in side the other the number of distinct common tangents are 0.

4. If C,C, =0 then the centres of the two circles coincides and they are concentric
circles.

(iii) If C,C,=r +r,. In this case the internal centre of similitude does not exist. Only

two common tangents exists at Q. In this case the number of distinct common tangents
are 2.

(iv) If C.C, =|r,—r,|. Inthis case the internal centre of similitude does not exist. Only

one common tangent exists at Q. In this case the number of distinct common tangents is
1.

(v) If C.C, <|r,—r,|. In this case the internal centre of similitude and external centre of

similitudes does not exist. In this case the number of distinct common tangents is zero.

5. If (i) C,,C, are centres of two given intersecting circles (ii)d = C,C, (iii)r,r, are radii
of these circles (iv) @ is the angle between these circles, then

2 2 2
d -n-n

25,

cosf =

6. If @is the angle between the intersecting circles x* +y*+2gx+2fy+c=0...(1) and
X +y>+2gx+2fy+c’ =0..(11) then
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c+c'—2gg’'—2ff’

0= .
o8 2\/g2+f2—c\/g’2+f’2—c’

7. Two intersecting circles are said to be orthogonal if the angle between them is a right
angle (i.e.,90°)

8. Let the two given circles be given by S=x*+y*+2gx+2fy+c=0..(I) and
S'=x"+y*+2gx+2fy+c’ =0..(I1) Thus, the condition for orthogonality of the two
intersecting circles (1) & (I)is2gg’+2ff'=c+c".

(i) If two circles are orthogonal, then d* =r” +r,>where d is the distance between the
centres of the circles and r,,r,are their radii.

9. (i) If S=0,5'=0 are two circles intersecting at two distinct points, then S—S'=0(or
S'—S=0) represents a common chord of these circles.

(i) If S=0,S'=0 are two circles touching each other, then S—-S'=0(or S'-S=0)
represents a common chord of these circles.

10. If S=x*+y*+2gx+2fy+c=0...(1) and

S'=x"+y*+2gx+2fy+c’=0..(I1) are two non-concentric circles, then the radical
axis of (1) and (Il) is a straight line represented by S-S =0( or S'-S=0)
ie, 2(g—-g)x+2(f —f)y+(c—c)=0..(llI)

11. The radical axis of any two circles is perpendicular to the line joining their centres.
12. The radical axis of two circles is

(i) the common chord when the two circles intersect at two distinct pints.
(ii) the common tangent at the point of contact when the two circles touch each other.

Answers
Exercise 7(a)

I (i) intersect each other (ii) each lies on the exterior of the other
(iii) touch each other (iv) intersect each other (v) touch each other externally
(vi) touch each other externally (vii) one lies interior on the other

(viii) touch each other externally (ix) touch each other internally
(8 7 .. 7 (17 .
I (|)(§,§j and (8,5) (||)(—g,—1j and (-11,-13) (|||)(g,g) (iv) (0,-1)
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jand (-6,-8) (vi)(%,%j and (~7,11) (vii)(—z,%j (viii)(o,gj and (3,4)

glo
o1]

(v)(

(ix)[%,ZJ and (2,6)

I (i) =45 (ii) #=90° (iii) #=90° (iv) 6=90° (v) #=90° (vi) =120°
IV (i))2x-3y-1=0 (ii)8x+12y-19=0 (iii))x+y—-3=0
V (i) 2x+1=0 (ii) x+y-7=0 (iii))x—y=0

VI (i) x+2y—-2=0 (ii)3x+4y—-1=0 (iii) 4x-3y+1=0 (iv)4x+3y-35=0
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8. PARABOLA

Introduction:

In the preceding chapters, we have studied various forms of the equations of
circles and system of circles. In this chapter we shall study about parabola. The name

“parabola” (the shape described when you throw a ball in air) was given by Apollonius
(Ca. 262 B.C.-Ca. 190 B.C).

8.1 Conic sections- Equation of a parabola in standard form:

In fact circle, parabola, ellipse, hyperbola, a pair of straight lines, a straight line
and a point are called as conic sections because each is a section of a double napped right
circular cone with a plane. These curves have a very wide range of applications in
planetary motion, design of telescopes and antennas, reflectors in flash lights etc.

More generally, suppose the cutting plane makes an angle S with the axis of the
cone and suppose the generating angle of the cone is «. Then the section is

(i) acircleif p=x12
(ii) anellipse if a<pB<nl2
(iii) a parabolaif a=p
(iv) ahyperbolaif 0<f<a

(v) We get the degenerated sections when the plane passes through the vertex of
the cone.

(a) apointwhen a<f<xz/2
(b) astraight line when « = a generator of the cone

(c) a pair of intersecting straight lines when 0< g <. Itisthe degenerated

cases of a hyperbola.

Note: A pair of parallel straight lines, however, is not a conic section as there is no plane
which cuts the cone along two parallel lines.

A conic section can also be defined as the locus of a point moving on a plane such
that its distances from a fixed point and a fixed straight line are in constant ratio.

It can be proved that these two approaches to define a conic section (as plane
section of a cone and as locus) are equivalent. But it is beyond the scope of this book.
Further, in view of the analytic approach of the second definition, we shall adopt the same
throughout this book.
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8.1.1 Conic: The locus of a point moving on a plane such that its distances from a fixed
point and a fixed straight line in the plane are in a constant ratio e, is called a conic.

The fixed point is called the focus and is usually denoted by S.
The fixed straight line is called the directrix.
The constant ratio e is called the eccentricity.
The straight line of the plan ing through th

e straight line of the plane passing through the Directrix
focus and perpendicular to the directrix is called the axis.

Therefore the locus of a point P moving on a plane such

that % =e (constant) where PM is the perpendicular M

v

A

distance from P to the directrix, is called a conic.

S .
usually denoted by S. v axis

If e=1, the conic is called a parabola.
If 0<e<1, the conic is called an ellipse.
If e>1, the conic is called a hyperbola.
8.1.2 Equation of a parabola:
In this section we derive the equation of a parabola in general form.

Let S(x,.y,) be the focus and the directrix be ax+by +c =0. Thus, by definition of
the parabola, the equation of the parabola having is

ax-+by +¢| 4
\/(x— )(1)2 +(y- yl)2 = —| - or Directrix
Ja?+b?

M P
(a2+b2)[(x—x1)2+(y—yl)2}:(ax+by+c)2 //'/
a general equation of second degree in xand y.<

S

The equation of the axis of the above parabola

v

axis

is b(x—x)—a(y—y,)=0. v
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8.1.3 Equation of a parabola in standard form:

To study the nature of the curve, we prefer its equation in the simple possible
form. We proceed as follows to derive such an equation.

Let She the focus, I be the directrix. Let Zbe the projection of Son | and A be
the midpoint of Sz. A lies on the parabola because SA = Az, Ais called the vertex of

the parabola. Let YAY' be the straight line through A and parallel to the directrix. Now
take zXas the X-axisand YY'as the Y-axis.

Then A'is the origin (0,0). Let S=(a,0),a>0. Then Z=(-a,0)and the equation
of the directrix is x+a=0.

If P(x,y)is a point on the parabola and PM is the perpendicular distance from P

to the directrix I, then S—P=e=1. M
PM

-.SP?2 = PM?
= (x—a)’+y*=(x+a)’
- y? =4dax.

Conversely if P(x, y)is any point such that y* = 4ax then

SP = \J(x—a)? + y?* =+/x* —2ax+a® +4ax = \/x + 2ax+a’
= (x+a)* =|x+a|=PM.

Hence P(x, y)is on the locus. In other words, a necessary and sufficient condition
for the P(x, y) point to be on the parabola is that y* = 4ax.

Thus the equation of the parabola is y* = 4ax.

8.1.4 Remark:

(i) If the focus is situated on the left side of the directrix, the equation of the parabola
with the vertex as X-axis is y* = —4ax. (since in this case the focussS is (—a,0))

(ii) The vertex being the origin, if the axis of the parabola is taken as Y-axis, equation of
parabola is x* = 4ay or x> =—4ay according as the focus is above or below the X- axis.

(iii) If Slies on I, then the locus is a straight line passing through Sand perpendicular to
I.We take this case as the degenerated parabola.
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8.1.5 Nature of the curve:

In this section we shall study the nature of the parabola or trace the curve
represented by the equation y* = 4ax,a > 0.

(i) If y=0,then 4ax=0and x=0.
.. The curve passes though the origin (0,0).

(ii) If x=0,then y* =0which gives y=0,0. Hence Y-axis is a tangent to the parabola
at the origin

(iii) Let P(x, y)be any point on the parabola. Sincea>0and y* =4ax, we have x>0

and y=+/4ax.

.. For any positive real value of x, we obtain two values of y of equal magnitude but

opposite in signs. This shows that the curve is symmetric about X-axis and lies in first
and fourth quadrants. The curve does not exist on the left side of the Y-axis ( i.e.,second

and the third quadrants) since x > 0 for any point(x, y) on the parabola.

(iv) As xincreases infinitely, the two values of y also increases infinitely in magnitude.

So the two branches of the parabola lying on opposite sides of the X-axis extended to
infinity towards the positive direction of the X-axis. Hence it is an open curve.

8.1.6 Note: As noted earlier, Sis called the focus and the line | is called the directrix of
the parabola. For the parabola y* = 4ax,a > 0, the focus is S= (a,0), directrix is x+a=0
and axis is y=0. The point A =(0,0) is called the vertex of the parabola.

8.1.7 Definitions (Chord, focal chord, double ordinate and latusrectum):

The line joining two points of a parabola is called a chord of a parabola. A chord
passing through focus is called a focal chord. A chord through a point P on the parabola,
which is perpendicular to the axis of the parabola, is called the double ordinate of the
point P. The double ordinate passing though the focus is called the latusrectum of the
parabola.

8.1.8 Remark: P
From y®=4ax, forany positive x, P(x,2v/ax), P'(x,—2/ax) /
are points on the parabola y* =4ax and PP’ is perpendicular < >
X’ X
to the axis and hence is the double ordinate through P. &
\
P!
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8.1.9 Length of the latusrectum: L

The equation of the parabola is y* = 4ax.

Let LSL' be the latusrectum of the parabola. -

Let SL =1, then coordinates of lare (a,l) \\ S

SL =1, lies on the parabola. v

A

s 17 =4aa=4a’
~.I'=2a and so, LSL' = 2(SL) = 2l = 2(2a) = 4a, which is the length of the latusrectum.

8.1.10 Note: When latusrectum is known, the equation of parabola is known in its
standard form, the size and the shape of the curve are determined accordingly.

8.1.11 Various forms of the parabola:

(i) The equation of parabola is of the form y* = 4ax
Vertex A =(0,0)

Focus S=(a,0)

Equation of directrix is x+a=0

AXis is x —axis, hence the equation of axis is y =0.
(ii) The equation of parabola is of the form y* = —4ax
Vertex A =(0,0)

Focus S=(-a,0)

Equation of directrix is x—a=0

AXxis is x —axis, hence the equation of axis is y=0.
(iii) The equation of parabola is of the form x* = 4ay
Vertex A =(0,0)

Focus S=(0,a)

Equation of directrix is y+a=0

Axis is y —axis, hence the equation of axis is x =0.
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(iv) The equation of parabola is of the form x* = —4ay

Vertex A =(0,0)

Focus S=(0,—a) =(0,-2)

Equation of directrixis y—a=0

AXxis is y — axis, hence the equation of axis is x =0.

(v) The equation of parabola is of the form (y—k)? = 4a(x—h)
Vertex A =(hk)

Focus S=(h+a,k)

Equation of directrix is x+a=h

Axis is parallel to x —axis, hence the equation of axis is y =k.
(vi) The equation of parabola is of the form (y—k)? = —4a(x—h)
Vertex A =(hk)

Focus S=(h-a,k)

Equation of directrix is x—a=h

Axis is parallel to x —axis, hence the equation of axis is y =k.
(vii) The equation of parabola is of the form (x—h)* =4a(y—k)
Vertex A =(hk)

Focus S=(h,k+a)

Equation of directrix is y+a =Kk

Axis is parallel to y — axis, hence the equation of axis is x =h.
(viii) The equation of parabola is of the form (x—h)* =—4a(y —k)
Vertex A=(hk)

Focus S=(h,k—a)

Equation of directrix is y—a =k
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Axis is parallel to y — axis, hence the equation of axis is x =h.

8.1.12 Note: We may conclude that the equation of a parabola whose axis is parallel to
the x - axis is x=ay’+by+c and whose axis is parallel to the y— axis is

y = ax’ +bx+c,where a,b,c are real numbers, a#0.

8.1.13 Definition (Focal distance): Y
The distance of a point on the parabola from 4 P
its focus is called the focal distance of the point. M —

If P(x,,y,)is a point on the parabola y* = 4ax

whose focus is S(a,0) then 7 A \\S N
Focal distance of P=SP
=PM =NZ=NA+AZ =x +a. vy

8.1.14 Notation: Here after the following notation will be adapted through out this
chapter.

(i) S= y* —4ax
(ii) S, = yy, —2a(x+x,)

(i) S, =y, Y, —2a(X, +X,)

(iv) S, =y,” —4ax, where (x,,y,) and(x,,y,) are the points in the plane of the parabola
y® = 4ax.
8.1.15 Parabola and a point in the plane of the parabola:

A parabola divides the plane into two disjoint parts, one containing the focus is
called the interior of the parabola and the other is called the exterior of the parabola.

Let P(x,, y,) be a point in the plane of the parabola. Draw PM perpendicular to the
x — axis to meet the parabola y* =4ax at Q(x, 2a,/x,)and M(x,,0).

- PM? = y.2, MQ? = 4ax,.
(i) P lies outside the parabola (i.e., P is an external point) < (MP)? > (MQ)?

<y’ >4ax, < S, >0.
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If x, <0, then the pointP lies in Quadrant 11 or in Quadrant 11l in which case the point
P clearly lies outside the parabola and y,*> —4ax, > 0in this case also.

(ii) P lies on the parabola <> MP = MQ < (MP)? = (MQ)? < y,> =4ax, <> S,, =0.
(iii) P lies inside the parabola (i.e., P is an internal point) < (MP)? < (MQ)?

<y’ <dax, < S, <0,
Thus P lies outside, on or inside the parabola S=y* —4ax =0 according as S,; >=<0.

8.1.16 Solved Problems:

1. Problem: Find the coordinates of the vertex and focus, and the equations of directrix
and axis of the following parabolas:

(i) y?=8x (ii) y* =—4x (iii) x* =4y (iv) x> =-8y (v) 3x* +9x+5y—-2=0
(Vi) y> =x—4y+5=0 (vii) X* +2x—4y -3 =0 (viii) 4y* +12x+ 20y +67 =0

Solution: (i) The given equation of parabola is y* = 8x ()]
It is of the form y* = 4ax (1
Compare equations (I)and (1) we get a=2.

Vertex A =(0,0)

Focus S = (a,0) = (2,0)

Equation of directrix is x+a=0=x+2=0

AXxis is x —axis, hence the equation of axis is y =0.

(i) The given equation of parabola is y* = —4x (N
It is of the form y? = —4ax ..(1
Compare equations (I)and (1) we get a=1.

Vertex A =(0,0)

Focus S=(—a,0) =(-1,0)

Equation of directrix is x—a=0=>x-1=0

AXxis is x —axis, hence the equation of axis is y =0.
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(iii) The given equation of parabola is x* = 4y ()
It is of the form x* = 4ay ()
Compare equations (I)and (I1)we get a=1.

Vertex A =(0,0)

Focus S=(0,a) =(0,1)

Equation of directrixis y+a=0=y+1=0

Axis is y — axis, hence the equation of axis is x =0.

(iv) The given equation of parabola is x* = -8y ()]
It is of the form x* = —4ay ()
Compare equations (I)and (1) we get a=2.

Vertex A =(0,0)

Focus S=(0,—a) =(0,-2)

Equation of directrixis y—a=0=>y-2=0

AXxis is y — axis, hence the equation of axis is x =0.

(v) The given equation of parabola is 3x* +9x+5y—-2=0 = 3(x* +3x) = -5y + 2
2 2

=3 x2+2.x.(§]+(§j :—5y+2+2—7 :>3(x+§j =—5y+§

2 2 4 2 4

3Y’ 7 3 5( 7
=3[ X+=| =B|y——|=[x+=| =—Z|y—= (
(r3) =-2)= (3] —30-d) L

Itis of the form (x—h)” = —4a(y k) (1)

. 3 7 5
Compare equations (I)and (Il) we get h:‘a"‘:za:g

Vertex A=(hk)= (—%9

Focus S:(h,k—a):(—g%—gj:(—g,é]
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Equation of directrixis y—a=k = y—g = % =12y-20=21

Axis is parallel to y — axis, hence the equation of axisis x=h = x = —g = 2x+3=0

(vi) The given equation of parabola is y* —x—4y+5=0 =y’ —4y=x-5

=[y°-2y2+2° |=x-5+2° =(y-2) =x-1=(y-2) = 4.%(x—1) (1)

Itis of the form (y—k)* = 4a(x—h) (1)
Compare equations (I)and (Il)we get h=1,k=2,a :%

Vertex A=(hk)=(12)

Focus S=(h+a,k)=(1+%,2j=(%,2)

Equation of directrix is x+a=h= x+%=1: 4x-3=0

Axis is parallel to x —axis, hence the equation of axisis y=k =>y=2=y-2=0
(vii) The given equation of parabola is x> +2x—4y-3=0= x> +2x=4y+3
=[x +2x141° | =4y +3+1 = (x+1)" =4y +4 = (x+1)" =4(y+1) ..(1)

It is of the form (x—h)2 =4a(y—k) (1)
Compare equations (I)and (II)weget h=-1k=-1,a=1

Vertex A=(hk)=(-1-1)

Focus S=(h,k+a)=(-1-1+1)=(-1,0)

Equation of directrix is y+a =k

y+ta=k=>y+l=-1=y+2=0

Axis is parallel to y — axis, hence the equation of axis is

X=h=>x=-1=x+1=0
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(viii) The given equation of parabola is 4y* +12x+20y+67 =0

5 (5Y 5)’
:4y2+20y=—12x—67:4{y2+2.y.5+(§) }:—12x—67+(§j

5 (5Y | -48x—243 5’ 81
4 Y2 42y =+ 2| |=— +—| =-3| Xx+— (1
- {y 72 (2” 4 :(y 2) ( 16] M
It is of the form (y—k)2 =—4a(x—h) ()
) 81 5 3
Compare equations (I)and (Ilweget h=——k=——,a=—
pare eq (M (IHweg 1 > 2
Vertex A:(h,k)z(_8_11_§)
16 2
Focus sz(h_a,k)z(_8_1_§,_§j=(_%,_§j
16 4 2 16 2

Equation of directrix is x—a=h= x—% = —f—é:>16x+69 =0

Axis is parallel to x —axis, hence the equation of axisis y=k = y = —g = 2y+5=0

2. Problem: Find the equation of the parabola whose focus is (3,—4) and the directrix is
the line x—y+5=0.

Solution: Let P (x,y) be any point on the locus.
Given focus S =(3,—4)and the equation of directrix is M =x—-y+5=0.
The equation of parabola having focus (x,,y,) and the directrix ax+by+c=0is
(a® +b2)[(x—x1)2 +(y- yl)z]z(ax+by+c)2
The equation of parabola having focus S=(3,—4) and the directrix M =x—-y+5=0.is
(22 +(-1)2)[(x-3)2 +(y_(-4))2] =(x—y+5)’
= Z[X2 —6X+9+Yy° +8y+16] =X*+y? +25-2xy +10x—10y
= 2X° —12Xx+2y* +16y +50 = X* + y* + 25— 2xy +10x —10y

= X* 4+ y* + 2xy — 22x+ 26y + 25 = Owhich is the required equation of parabola.
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3. Problem: Find the equation of the parabola whose vertex is (3,—2)and focus is (3,2).
Solution: Let the given vertex be (h,k) =(3,-2) and focus be (h,k + a) = (3, 2).

We have h=3k =-2.

Also k+a=2=-2+a=2=a=4

The equation of parabola having vertex (h,k) and focus (h,k +a) is(x— h)2 =4a(y-k)
= (x-3)" =4.4(y-(-2))

= (x—3)2 =16(y+2) which is the required equation of parabola.

4. Problem: Find the coordinates of the points on the parabola y* =16x whose focal
distance is 5.

Solution: The given equation of parabolais y? =16x ()]
It is of the form y* = 4ax ()
Compare equations (I)and (1) we get a=4.

Let P (x,y,) be any point on the parabola.

We have focal distance is X, +a=5=x+4=5=x =1

Since P (x,,y,) lies on the parabola y* =16x
=y’ =16x =V’ =16.1= Yy’ =16 =y, =+4

The required points on the parabola y* =16xare (1,+4)

5. Problem: Find the equation of the parabola passing through the points (1,2),(—1,1),

(2,-1) and having the axis parallel to x — axis.
Solution: Let the given points be A(1,2),B(-11),C(2,-1)

The equation of the parabola having the axis parallel to x~axis is x = ay® +by +c.....(I)
Since A(1,2) lies on equation (I) we have 1=a.2* +b.2+c = 4a+2b+c=1.....(1I)

Since B(-11) lies on equation (I)we have —1=a.1’ +b.1+¢c = a+b+c=—1....(1lI)

Since C(2,-1) lies on equation (I)we have 2=a.(-1)* +b.(-1)+¢c = a-b+c=2....(1V)

150



By solving (I11)and (IV) we get b= —g
Substitute the value ofb in equations (I1) & (111) we get

da+c=4..... (V),a+c=% ...... (VD

By solving (V)and (V1) we get a=%,c=—§

Now substitute the values of a,b,c in equation (1) we get

(e
6 2 3

= 6x =7y* -9y —4 which is the required equation of the parabola

6. Problem: Find the equation of the parabola passing through the points (5,4),(11,-2),
(21,—4) and having the axis parallel to y — axis.

Solution: Let the given points be A(5,4),B(11,-2),C(21,—-4)

The equation of the parabola having the axis parallel to y~axis is y = ax* +bx +c.....(I)
Since A(5,4) lies on equation (1) we have 4 =a.5° +b.5+¢c = 25a+5b+c=4...(Il)

Since B(11,-2) lies on equation (I)we have —2=a.11° +b.11+c
—12la+11b+c=-2 (1)

Since C(21,-4) lies on equation (1) we have —4 =a.21” +b.21+c

= 44la+2lb+c=-4 ..(IV)
By solving (I1)and (I11) we get 96a+6b=—-—6 = 16a+b=-1 ..(V)
By solving (I1I)and (IV) we get 320a+10b=-2 = 32a+b= —% (VD)
By solving (V)and (V1) we get a=2—10,b=—§

Substitute the value ofazz—lo,b:—% in equations (I1) we get c=¥

Now substitute the values of a,b,c in equation (1) we get
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o5 peld)

y=| — |X"+| —= [X+| —

20 5 4

= 20y = x* —36x+ 235 which is the required equation of the parabola

7. Problem: Find the position (exterior or interior or on) of the following points with
respect to the parabolay® =4x (i) (3,-3) (i) (4,4) (iii) (3,4).
Solution: The given equation of parabolais S=y?-4x=0....... Q)

(i) Let P(3,-3) be the given point.
Now S, =y, —4x =(-3)> —4(3) =9-12=-3<0
. P(3,-3) lies inside the parabola y* = 4x
(i) Let P(4,4) be the given point.
Now S, =y,* —4x =4> —4(4) =16-16 =0
..P(4,4) lies on the parabola y* =4x
(iii) Let P(3,4) be the given point.
Now S, = y,2 —4x, =42 —4(3) =16-12=3>0
. P(3,4) lies outside the parabola y* =4x

Exercise 8(a)

1. Find the coordinates of the vertex and focus, and the equations of directrix and axis of

the following parabolas:
(i) y*>=16x (ii) x* =4y (iii) 3x* —=9x+5y—-2=0 (iv) y* —x+4y+5=0

(V) Yy +4x+4y—3=0 (vi) x> —2x+4y—3=0 (vii) 4y* +12x-20y+67=0
(viii) xX* =6x—6y+6=0

2. Find the equation of the parabola whose vertex is (3,-2) and focus is (3,1).
3. Find the equation of the parabola whose vertex is (1,—7) and focus is (1, -2).

4. Find the equation of the parabola whose focus is (3,5) and vertex is (1, 3).

5. Find the coordinates of the points on the parabola y* = 8xwhose focal distance is 10.

6. Find the coordinates of the points on the parabola y* = 2x whose focal distance is g
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7. Find the equation of the parabola passing through the points (-1,2),(1,-1),(2,1)
and having its axis parallel to the x —axis.

8. Find the equation of the parabola passing through the points (-2,1), (1,2),(-1,3) and
having its axis parallel to the x — axis.

9. Find the equation of the parabola passing through the points (4,5),(-2,11), (-4, 21) and
having its axis parallel to the y — axis.

10. Find the position (exterior or interior or on) of the following points with respect to the
parabolay® =6x (i) (6,—6) (i) (0,2) (iii) (2,3).

8.2 Tangent and normal at a point on the parabola:

In this section, the condition for a straight line to be a tangent to a given parabola
Is obtained. The Cartesian equations of the tangent and the normal at a given point on the
parabola are derived.

8.2.1 Point of intersection of the parabola y®>=4ax,a>0 and the line
y=mx+c,m=0:

Let y*=4ax,a>0 . )
and the straight line y=mx+c,m=0 be giventhat ... (1)

The coordinates of the point of the intersection of the straight line and the parabola
satisfy both the equations (I) and (1) and, therefore, can be found by solving them.

Substituting the values of y from (I1)in (1), we have
(mx+c)> =4ax, ie,m’x’*+2x(mc-2a)+c*=0 .. (1

This is a quadratic equation in x and therefore has two roots which are distinct
real equal or imaginary according as the discriminant of equation (1) is positive or zero

or negative respectively. y=mx-+c

The ordinates of the points of intersectiony,, y, can be obtained by substituting

X, X, for x in y=mx+c,m=0
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8.2.2 Theorem: The condition for a straight line y =mx+c,m = 0to be a tangent to the

: a
parabola y* =4axis ¢ =—or cm=a.

m
Proof: Let y* =4ax,a>0 )
and the straight line y=mx+c,m=0 begiventhat ... (1)

The coordinates of the point of the intersection of the straight line and the
parabola satisfy both the equations(l) and (Il) and, therefore, can be found by solving
them. Substituting the values of y from (I1) in (1), we have

(mx+c)® =4ax, ie, m’x*+2x(mc—-2a)+c’°=0

The given line will touch the parabola <> the two points coincide.

< discriminant of (1) is zero.
< 4(mc—2a)* —4m’c’* =0

< a(a-me)=0

a
< C=—0r cm=a.
m

8.2.3 Note:

(i) When m =0, the line y=c is parallel to the axis of the parabola y* =4ax, ie., x —

2

axis. Further y=c= x= ‘.
4a

2
. . . C
.. The straight line intersects the parabola at the point (4—a,cj.

. . a
(ii) We have seen y=mx+c,m=0 is atangent to the parabola y* = 4ax when ¢ =— or
m

a .
cm=a. Hence y=mx+— is always a tangent to the parabola y*=4ax at
m

(%,@] =(£,chwhen m=0.
m° ' m m
(iii) If m=0and c =0, then the line y =mxis non vertical and passes through the origin

4a 4a

which intersects the parabola in two points (0,0)and [—2—
m?’ m

j. Hence it is not a tangent.
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(iii) Observe that for a parabola y* = 4ax, there is one and only one tangent, parallel to
y —axis (i.e., y —itself) and there is no tangent parallel to x — axis.

8.2.4 Theorem: Two tangents can be drawn from an external point (X, y,) to the

parabola y* = 4ax

Proof: Let P(x,,Y;) be an external point to the parabola y* =4ax then
S,=y’—-4ax,>0 L ()
We have y = mx+% is a tangent to the parabola y* = 4ax for all nonzero values

of m.If it passes through the point P(x,,Y;)theny, = mx, +% or m?x, —my, +a =0 and

its discriminant y,> —4ax, > 0.

The equation being a quadratic inm, has two distinct real roots, say m, and m,.

Then y=mx+ 2 and y =m,X+ 2 are the two distinct tangents through (x,, y; )
m, m,

8.2.5 Theorem: The equation of the chord joining two points (X, y,)and (X,,y,) on
S=0is S, +S, =S,,.

Proof: Let P(x,,Y;) and Q(X,, Y, )be two points on the parabola S=y* —4ax =0, then
S,,=0and S, =0. Consider the second degree equation S, +S, =S,,.
e, [yy, —2a(x+x)]+[yy, —2a(x+%,) | =[ V.Y, —2a(x, +X,)]
1.e.,dax—(y,+V,)y+V,Y, =0 which represents a straight line.
Substituting P(x,, Y, )it becomes S, +S,, =0+S,, =S,,
- P(x,,y, ) satisfies the equation S, +S, =S,,.
Similarly Q(X,, y, )satisfies the equation S, +S, =S,,,.
.S, +8, =S, is astraight line passing through P(x,, ;) and Q(X,,Y,)
.. The equation of the chord PQis S, +S, =S,,.

8.2.6 Theorem: The equation of tangent at (x,,y;) to the parabola S=0is S, = 0.
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Proof: Let P(x,, ;) and Q(X,,Y,)be two points on the parabola S=y? —4ax =0, then
S,, =0andsS,, =0. By Theorem 8.2.5, the equation of the chord PQisS, +S, =S,,...(1)

The chord PQ becomes the tangent at P when Q approachesP.

ie.,(X,,Y,) approaches to (X, y;)

. The equation of the tangent at P is obtained by taking limits (x,, y, )tends to as

(%Y, ) on either sides of (1)

So, the equation of the tangent at P is given by lim (S, +S,) = (Igingslz
Q— —

ie, S, +S =S,[S,>S,S, >S,a5 (X.¥,) > (x. ) |
5.25,=0=5,=0.

. The equation of the tangent to the parabola S=y’—-4ax=0 at (xi,yl) IS
S, =vyy, —2a(x+x,)=0.

8.2.7 Theorem: The equation of normal at (x,y,) on the parabola S=0 is
Y1
—y, =—=2L(x=x)=0.
y yl 2a (X Xl)
Proof: By Theorem 8.2.6, the equation of tangent to the parabola S=y*—4ax=0 at
(X, ¥;)is S, = yy, —2a(x+x) =0.

. Slope of the tangent at P(x,, Y, ) is 2a

Yi

. Slope of the normal at P(x,, y; ) is —zy—l.
a

Hence the equation of normal at (x,,y;) is y—vy, = _g_l(x_ %) =0.
a

8.2.8 Solved Problems:

1. Problem: Show that the line 4x+y+1=0 is a tangent to the parabola y> =16x and
find the point of contact

Solution: The given equation of the parabola is S=y* =16x ()]

The given line equation is 4x+y+1=0 ()
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Let P(x,,y, ) be any point on the parabola

Equation of tangent at P(x, y, )to the parabola S=0is S, =0

e, yy,—8(x+x)=0

= 8Xx—-y,y+8x, =0 U

Since (I11)and (I11) represents the same line equations we have % . 8%

1 1

=X = ’y1:2

1
4
Hence the line 4x+y+1=0 is a tangent to the parabola y*> =16x and the point of

contact is (32)
4

2. Problem: Find the value of k if the line 2x—y +k = 0is a tangent to the parabola

y’ =8x..
Solution: The given equation of the parabola is S=y* =8x ()
The given line equation is 2x—y+k =0 {1

The condition that the linelx+my +n =0 is a tangent to the parabola y* = 4ax .
is nl =am’.

Wehave a=2,1=2,m=-1n=Kk
k2=2(-1)* =k=1

3. Problem: Find the equations of the tangent and normal to the parabola
x> +4x—-y—-2=0at (13).

Solution: The given equation of the parabolais S=x*+4x—-y-2=0 ()]
Let P(,3)be any point on the parabola

Equation of tangent at P(x, y, ) to the parabola S=0is S, =0

ie., xx1+2(x+x1)—%(y+ y,)-2=0= x.l+2(x+1)—%(y+3)—2:0
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:x+2x+2—%y—g—2=0:>6x—y—3:0 ..(11)

Since equation of normal is perpendicular to the tangent and passing through P(g,3)
equation of the normal is (x—1)+6(y—-3)=0
= X+6y-19=0

4. Problem: Find the equations of the tangent to the parabola y? =8x which are parallel
and perpendicular respectively to the line 2x+y+5=0.

Solution: The given equation of the parabolais S=y* =8x ()]
The given line equation is 2x+y+5=0 ..(1)
The equation of a line parallel to the line (II) is 2x+y+k =0 (1)

Since the line (111) is a tangent to the parabola (1) .

We have 2k=21"=k=1

. The equation of the tangent to the parabola y®=8x which is parallel to the line
2x+y+5=01is 2x+y+1=0

The equation of a line perpendicular to the line (I1) is x—2y+k =0 (V)

Since the line (1) is a tangent to the parabola (1) .
We have 1k=2.(-2)>=k=8

. The equation of the tangent to the parabola y? =8x which is perpendicular to the line
2X+y+5=01is x—-2y+8=0

Exercise 8(b)

1. Show that the line 7x+6y =13 is a tangent to the parabola y* —7x—8y+14=0 and
find the point of contact.

2. Show that the line 2x—y+2 =0 is a tangent to the parabola y* =16x and find the
point of contact.

3. Find the value of k if the line 2y =5x+k is a tangent to the parabola y* = 6x..

4. Find the equations of the tangent and normal to the parabola y* = 6x at the positive end
of the latusrectum.
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5. Find the equations of the tangent and normal to the parabola x* —4x—8y+12=0at
(4,3/2).

6. Find the equations of the normal to the parabola y* = 4x which is parallel to the line
y—2x+5=0.

7. Find the equation of tangents to the parabola y* =16x which are parallel and
perpendicular respectively to the line 2x—y+5=0, also find the coordinates of their
point of contact.

Key concepts
1. The locus of a point moving on a plane such that its distances from a fixed point and a

fixed straight line in the plane are in a constant ratio e, is called a conic. The fixed

point is called the focus and is usually denoted by S. The fixed straight line is called
the directrix. The constant ratio e is called the eccentricity. The straight line of the

plane passing through the focus and perpendicular to the directrix is called the axis.

Therefore the locus of a point P moving on a plane such that % =e (constant)

where PM is the perpendicular distance from P to the directrix, is called a conic.
usually denoted by S.

If e=1, the conic is called a parabola.
If 0<e<1, the conic is called an ellipse.
If e>1, the conic is called a hyperbola.

2. Let S(x,y,) be the focus and the directrix be ax+by +c =0. The equation of the
parabola is (a’ +b2)[(x— x ) +(y- yl)z} = (ax+by +c)” and the equation of the axis
of the above parabolais b(x—x)—a(y-y,)=0.

3. The equation of parabola in standard form is y* = 4ax. For the parabola
y® =4ax,a > 0, the focus is S=(a,0), directrix is x+a=0 and axis is y=0.

The point A =(0,0) is called the vertex of the parabola.

4. The line joining two points of a parabola is called a chord of a parabola.
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5. A chord passing through focus is called a focal chord.

6. A chord through a point P on the parabola, which is perpendicular to the axis of the
parabola, is called the double ordinate of the point P.

7. The double ordinate passing though the focus is called the focus is called the
latusrectum of the parabola.

8. The length of the latusrectum of the parabola y* =4ax is 4a.

9. (i) If the equation of parabola is of the form y® = 4ax, then vertex is A = (0,0), Focus
IS S=(a,0), Equation of directrix is x+a=0 and axis is x — axis, hence the equation of
axisis y=0.

(i) If the equation of parabola is of the form y? = —4ax, then vertex is A = (0,0), Focus
IS S=(-a,0), Equation of directrix is x—a =0 and axis is x — axis, hence the equation
of axisis y=0.

(iii) If the equation of parabola is of the form x* = 4ay, then vertex is A = (0,0), Focus
is S=(0,a), Equation of directrix is y+a=0 and axis is y — axis, hence the equation of
axisis x=0.

(iv) If the equation of parabola is of the form x* = —4ay, then vertex is A = (0,0), Focus
is S=(0,—a), Equation of directrix is y—a =0 and axis is y — axis, hence the equation
of axis is x=0.

(v) If the equation of parabola is of the form (y —k)* =4a(x—h), then vertex is
A=(hk), Focusis S=(h+a,k), Equation of directrix is x+a=h and axis is parallel

to x —axis, hence the equation of axis is y =k.

(vi) If the equation of parabola is of the form (y—k)* =—4a(x—h), then vertex is
A=(hk), Focusis S=(h-a,k), Equation of directrix is x—a=h and axis is parallel

to x —axis, hence the equation of axis is y =Kk.

(vii) If the equation of parabola is of the form (x—h)® =4a(y—k), then vertex is
A=(hk), Focusis S=(h,k+a), Equation of directrix is y+a =k and axis is parallel

to y —axis, hence the equation of axis is x=h.

(viii) If the equation of parabola is of the form (x—h)* =—4a(y—k), then vertex is
A=(hk), Focusis S=(h,k—a), Equation of directrix is y—a =k and axis is parallel

to y —axis, hence the equation of axis is x=h.
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10.The equation of a parabola whose axis is parallel to the x —axis is x=ay? +by+c

and whose axis is parallel to the y~axis is y = ax® + bx+c, where a,b,c are real numbers,
a=0.

11. The distance of a point on the parabola from its focus is called the focal distance of
the point. If P(x,, y,) is a point on the parabola y* = 4ax whose focus is S(a,0) then Focal
distance of P=SP =x, +a.

12. The following notation will be adapted.
(i) S=y® —4ax (ii) S, =yy,—2a(x+x) (iii)S,=Yy,y,—2a(x +X,)
(iv) S, =y, —4ax, where (x,y,) and(x,,Yy,) are the points in the plane of the parabola
y’ = 4ax.
13. The condition that the point P lies outside, on or inside the parabola
S=y?*-4ax =0 accordingas S, >=<0.

14.The condition for a straight line y = mx+c, m = 0to be a tangent to the parabola

y’ =4axis c = 2 or cm=a. The point of contact is (%,ﬁj
m m* m

15.The condition for a straight line Ix+ my+n = 0to be a tangent to the parabola

y? =4ax is nl =am?. The point of contact is [IE_Zaij

16. Two tangents can be drawn from an external point( Xy, yl) to the parabola y* = 4ax

17. The equation of the chord joining two points (x,,Y;) and (X,,Y,) on S=0is
S +S,=S,.

18. The equation of tangent at (x,,y;) to the parabola S=0is S, =0.

19. The equation of normal at (x,,y;) on the parabola S=0is y—y, = —g—l(x— X,).
a

Exercise 8(a)

1. (i) vertex =(0,0), focus = (4,0), directrix : x+4 =0, axis:y = 0.

(ii) vertex =(0,0), focus = (0,-1), directrix : y—1=0, axis: x = 0.
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3
(iii) vertex = (E,

SN

oo

(iv) vertex = (1, —2), focus = G,—ZJ, directrix : 4x—3=0, axis:y+2=0.

N w
(SR

j, directrix : 6y —13=0, axis:2x—3= 0.

(V) vertex = G,—Z), focus = G,—Zj, directrix : 4x—-11=0, axis: y+2=0.
(vi) vertex =(1,1), focus =(1.0), directrix : y—2 =0, axis :x—1=0.

(vii) vertex = _—7§ , focus = _—175 , directrix : 4x+11= 0, axis:2y - 5= 0.
2 2 4 2

(viii) vertex = (3%} focus = (3,1), directrix : y+2=0, axis :x— 3= 0.

2. (x=3)*=12(y+2) 3. (x-1)*>=20(y+7) 4. x*-2xy+y*—12x—20y+68=0
5.(8,48) 6.(2%2) 7. 7y*+6x—-3y—16=0 8. 5y’ +2x—-21y+20=0
9. x> —4x-2y+10=0

10 (i) on the parabola (ii) exterior to the parabola (iii) interior to the parabola

Exercise 8(b)
1.(11) 2.(L4) 3.k=6/5. 4. 2x-2y+3=0, 2x+2y-9=0.
5. x—2y-1=0, 4x+2y-19=0.

6. Find the equation of the normal to the parabola y? = 4x which is parallel to the line
2x—y-12=0.

7. 2x—y+2=0 pointof contact(1,4), x+2y+16=0 pointof contact(16,-16).
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9. ELLIPSE

Introduction:

We study the ellipse in this chapter. We also discuss, about the standard form of
equation of ellipse, condition for a line to be a tangent to the ellipse, chord of contact in
this chapter.

9.1 Equation of an ellipse in standard form:
In this section, we study the equation of an ellipse in the standard form.

9.1.1 Definition (Ellipse): A conic with eccentricity less than unity is called an ellipse.
Hence an ellipse is the locus of a point whose distances from a fixed point and a fixed
straight line are in constant ratio e, which is less than unity. The fixed point is called the

focus and the fixed line is called the directrix of the ellipse.
9.1.2 Equation of an ellipse:
In this section we derive the equation of an ellipse in general form.

Let S(x,,y,) be the focus and the directrix be ax+by+c =0. Thus, by definition of

the ellipse, the equation of the ellipse is
A

ax+by +c| A
\/(x—x1)2+(y—yl)2 =e% or A

a®+b’ P
(a2+b2)[(x—x1)2qt(y—yl)z]zez(ax+by+c)2 < /ﬁ?
\

a general equation of second degree in xand vy.

\,

The equation of the axis of the above ellipse

is b(x—x)-a(y—y,)=0.
9.1.3 Equation of an ellipse in standard form:

To study the nature of the curve, we prefer its equation in the simple possible
form. We proceed as follows to derive such an equation.

Let She the focus, |be the corresponding directrix and e be the eccentricity. Let
Z be the foot of the perpendicular from Son directrix 1. Let Aand A’be the points which
divide Szin the ratio e:1,internally and externally respectively.

Consider C midpoint of AA’ as origin, consider the line CZextended as x — axis
and a line perpendicular to it Cas y — axis.

Let CA=a=CA’ sothat A=(a,0)and A'=(-a,0).
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But SA _¢ - SA
AZ AZ

= SA =¢(AZ) andSA'=e(A'Z)
..CA-CS=¢(CZ-CA) =>a-CS=¢e(CZ-3a).....(1)
CS+CA'=¢e(CA'+CZ) = CS+a=¢e(CZ+a).....(I11)

Adding (I) and (Il) above, we get 2a =2¢(CZ) = cz=-2
e

.. Equation of directrix is x=—...... ()

Subtracting (I) from (I1), we get 2(CS) = 2ae = CS=ae.

Coordinates of focus Sare (ae,0).

Now let P(x, y) be a point on the ellipse and PM be the perpendicular distance from P to
the direcrix. Then by definition PS =e(PM).

PS? = e?(PM)?

2
i.e.,(x_ae)2 +y? :ez(xz +a_2_@j [':PM = x—g}
e e

ie, X’ (1-e*)+y* =a*(1-¢?)

X2 y2 B
2¥+m_1

Since 0<e<l=1-e°>0=a’(1-e*)>0.

XY
..—2+—2—

1,(a>0,b>0)....(1V)

QD
oy

..We can choose a real number b > 0such that a®(1—e?) =b®.

We have shown that coordinates of P must satisfy (I1V) if P satisfies the geometric
condition SP =e(PM). Conversely, if x, y satisfy the algebraic equation (1V) with
b>=a’(1-e?*)and 0<e <1, then

oy b (1_:1_2J:b2(a2—2x2J: )@ ) gryaron)

a

~SP=/(x—ae) +y? = \/xz +a’e’ —2aex+(1-e”)(a’ - x*)
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-.SP =/x%? —2aex+a’ :|xe—a| —e

x—E‘:e(PM).
e

If P satisfies the algebraic condition then P satisfies the geometric condition and
vice versa.

2 2
Thus the locus of P is X—2 + g—z =1, the equation of ellipse in standard form.
a

Now let S’'be the image of Sand Z'M’be the image of ZM with respect to y —

axis, taking S’as focus and Z'M’as corresponding directrix, it can be seen that the
2 2

corresponding equation of ellipse is also X—2+§=1. Hence for every ellipse, there are
a

two foci and two corresponding directrices.

We have b? =a’(1-e?)and O<e<l=b’<a’=b<a.

A Y
A B WL
P
M’ M
X' < / » X
z ) C S N A z
AI
v
v
v 4
B’ Y

9.1.4 Nature of the curve:
In this section we shall study the nature of the ellipse or trace the curve

2 2

represented by the equation X—2+§ =1,(a>0,b>0)
a

(i) Point of intersection with coordinate axes:

If y=0,then x==a i.e., the curve intersects the x —axis at A =(a,0)and
A’ =(-a,0).Hence AA'=2a.

If x=0,then y==b i.e., the curve intersects the y —axis at B =(0,b) and
B’ =(0,-b).Hence BB'=2bh.
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.. The curve passes though the origin (0,0).
(ii) From (i) we have y = igxla2 —x* and x = i%,/bz —y2.
a

From (ii),yisreal < a’-x*>0 < -a<x<a <|x|<a.
From (i), xis real <b*-y?>0 < -b<y<b < |y|<bh.

.. Corresponding to every real value of x, with |x|£a, there are two real values of vy,
equal in magnitude but opposite in sign. Similarly corresponding to every real value of vy,
with |y| <b, there are two real values of x, equal in magnitude but opposite in sign. Hence
ellipse is symmetric about both the axes.

(iii) The curve lies inside the rectangle bounded by the lines x=a,x=-a,y=b,y =-b.

(iv) Any chord through C(0,0) of the ellipse is bisected at the point C, for the points
(%, y), (—=x,—y) simultaneously lie on the curve. The centre of an ellipse is defined as the
point of intersection of its axes of symmetry. The centre of the ellipse is the point C.

9.1.5 Definition (Major and Minor axes): The line segment AA"and BB’ of lengths
2aand 2b respectively are called axes of the ellipse. If a>b,AA’is called major axis

and BB’ is called minor axis and vice versa if a<b.
9.1.6 Definitions (Chord, focal chord and latusrectum):

The line joining two points on the ellipse is called a chord of the ellipse. A chord
passing through one of the foci is called a focal chord. A focal chord perpendicular to the
major axis of the ellipse is called a latusrectum of the ellipse. An ellipse has two
latusrecta.

9.1.7 Length of the latusrectum:
Let L,L" be the ends of the latusrectum passing through the one of the foci S(ae,0) of

2 2

the ellipse equation X—2+ t})/_z =1 (a>Dh)....(I)
a
Since LL'is perpendicular to x —axis, the coordinates of L and L'are equal to ae.

2 2 2
This L(ae, y,)is on (1), we have (Zi) +3t:—12 =1= 3{;—12 =1-¢e’ =y’ =b*(1-€%)

a

=y} =b? [—z] [b* =a’(1-e”)]
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2 2
Hence L[ae,b—j and L':(ae,—b—j
a a

2
.. Length of the latusrectum LL' = 2b :
a

9.1.8 Note: (i) The coordinates of the four ends of the latusrecta of the ellipse

2 2 2 2 2 2
x_2+y_2 =1(a>Db) are L[ae,b—j, L’:[ae,—b—j and Ll(—ae,b—], Ll':[—ae,—b—j
a a a a a

ey

2

2 2 2
(i) Length of the latusrectum of the ellipse %+g—2=1,(b>a) IS s and the

coordinates of the four ends of the Ilatusrecta of the ellipse are

2 2 2 2
L2 be|,L'=| -2 be| and L, 2 _be L= 2 el

2 2

(iii) The equation of the latusrectum of the ellipse %+g—2

=1,(a >b)through Sis x=ae

and through S’ is x=-ae. The equation of the Ilatusrectum of the ellipse
2 2

%+ E)/—Z =1,(b > a)through Sis y =beand through S'is y =—be.

9.1.9 Various forms of the ellipse:

2

2
If a=Db, then the ellipse X—2+
a

y

o =1is a circle x* +y? =a* with centre at origin

and having radius a and we are familiar with circles. We assumed a=b and in the
following discussion, we describe different forms of the ellipse.

2 2
(i) The equation of ellipse is of the form %+§ =1 (a>b>0)

Major axis is along x —axis and minor axis is along y — axis.

Length of major axis is AA’ =2a and length of minor axis is BB’ = 2h.

- b2
Eccentricity e = 1_¥

Centre C=(0,0)

Foci S=(ae,0),S' = (-ae,0)
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Equation of directrices x=a/e,x=-ale
. : o x* y?
(ii) The equation of ellipse is of the form ?JFF =1, (b>a>0)

Major axis is along y — axis and minor axis is along x — axis.

Length of major axis is BB'=2b and length of minor axis is AA"=2a

- . a2
Eccentricity e = 1_F

Centre C=(0,0)
Foci S=(0,be),S' = (0,—be)

Equation of directrices y=b/e,y=-b/e

2 2
(iii) The equation of ellipse is of the form (x ;Zh) + (y;zk) =1,(a>b>0)

Major axis is parallel to x —axis i.e.,along y =k and minor axis is parallel to y — axis
i.e.,,along x=h.

Length of major axis is AA"=2a and length of minor axis is BB' = 2b.

. b?
Eccentricity e = 1_¥

Centre C = (h,k)
Foci S=(h+ae,k),S = (h—ae,k)

Equation of directrices x=h+a/e,x=h-ale

2 2
(iv) The equation of ellipse is of the form (x ;Zh) L gzk) =1,(b>a>0)

Major axis is parallel to y —axis i.e.,along x=hand minor axis is parallel to x —axisi.e.,
along y =k

Length of major axis is BB'=2b and length of minor axis is AA'=2a

. . a2
Eccentricity e = 1_F

Centre C=(h,k)
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Foci S= (h,k +be),S’ = (h,k —be)
Equation of directrices y=k+b/e,y=k-b/e

9.1.10 Definition (Auxiliary circle): The circle described on the major axis of an ellipse

as diameter is called auxiliary circle of the ellipse. The equation of the auxiliary circle of
2 2

the ellipse X—2+g—2=1is x> +y*=a’.
a

9.1.11 Notation: Here after the following notation will be adapted through out this
chapter.

2 2
y
ys=2 4+ Y _
(i) 1

(i) 5, = 2% 4 Y2 g
a

bZ
(iv) S, = a_+)t;_l 1 where (x,,y,) and(x,, y,) are the points in the plane of the ellipse
XZ yZ
?4_? =1.

9.1.12 Ellipse and a point in the plane of the ellipse:

An ellipse divides the xy —plane into two disjoint regions, one containing the foci

is called the interior region of the ellipse and the other is called the exterior region of the
ellipse.

2 2
Let P(x,, y,) be a point in the plane of the ellipse %+E)/_2 =1|x|<a....(l). Draw

PN, perpendicular to the major axis of the ellipse (1), which meets the ellipse int Q.

Then N(x,;,0), Q( 9\/3 —% ]Or(xl,—g\/az—xfj and PN =|y,|

b2

2 2 2

] 2 _ 2 Y — @ —-x") 2

consider PN szN - azbz =i2+z—12—1:511.
a

(i) P lies outside the ellipse (i.e., P is an external point) < (PN) > (QN)
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2 2
< (PN’ >(@QN)’ <5, =%>o.

If |x|>a, then the pointP lies in Quadrant Il or in Quadrant Il in which case the point

Y,

P clearly lies outside the ellipse and —+ o —1>0in this case also.
a’

(ii) P lies on the ellipse < PN = QN < (PN)? = (QN)* < (PN)? — (QN)2 =0
<8, =

(iii) P lies inside the ellipse (i.e., P is an internal point) <> (PN) < (QN)
= (PN <(QN)? e, PN ZON° _,

b2

2 2

Thus P lies outside, on or inside the ellipse S= X—2+g—2—1: 0 accordingas S, >=<0.
a

9.1.13 Solved Problems:

1. Problem: Find the centre, eccentricity, coordinates of foci, Length of major axis,
Length of minor axis, Length of latusrectum and equations of directrices of the following
ellipses:

(i) 9x* +25y* =225 (ii) 16x*+9y* =144 (iii)9%x* +16y* +36x—32y—-92=0
(iv) x* +3y*—2x-6y-5=0 (V) X* +2y* +4x+12y+18=0
(Vi) 4x* +y* +8x+2y+1=0

2 2

Solution: (i) The given equation of ellipse is 9x° +25y* = 225 :%+y? =1....»I)
It is of the form —+y—2:1 ..(1D)
a~ b

Compare equations (I)and (II) we get a®> =25,b*=9=a=5b=3
Here a >bh.

Centre C=(0,0)

2
eccentricity e = /1_b_ \/ 25 9_ /EZE
25 5
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Focii S=(+ae,0) = (15(9 ,0] =(+4,0)

Length of major axis =2a =2(5) =10
Length of minor axis =2b=2(4)=8

2b° _2(4)* _32

Length of latusrectum= =" -

Equation of directrices is x =+ + & x= +§:>x +%:>3x +25
e

2 2

(ii) The given equation of ellipse is 16x*+9y* =144 :%+i’—6 =1.... Q)
It is of the form —+y—2_1 ..(1)
a~ b

Compare equations (1) and (1) we get a®> =9,b* =16=a=3,b=4
Here a<b.

Centre C=(0,0)

eccentricity e= /1__ \/ 16 S_ |1 _ Nid
b? l6 4
Focii S=(0,+be) = [0, 14(4D =(0,£+/7)

Length of major axis =2b=2(4)=8

Length of minor axis =2a=2(3)=6

2 2
Length of latusrectum = 2a = 2(3) - 9
4 2
. . . . b
Equation of directrices is y = Syt =7y =+16
TR

(iii) The given equation of ellipse is 9x* +16y* +36x—-32y—-92=0
= 9(Xx* +4x) +16(y* —2y) =92

= 9(X* +2.X2+2%) +16(y* —2.y.1+1%) =92 +9.2° +16.1°
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= 9(x+2)* +16(y —1)* =144

. (x+2)° . (y—1)? _1 N0
16 9
It is of the form (x-hy’ + (y—k)* =1 ..(1)

a’ b?
Compare equations (I)and (Il)we get h=-2,k=1
a’=16,b’=9=a=4,b=3
Here a>h.

Centre C=(h,k)=(-2,2)

2
eccent”CIty e= 1—b— \/ 16 9 1 = ﬂ
\ 16 4

Focii S=(h+ae,k) {-214(@},1} =(-2++72)

Length of major axis =2a=2(4)=8

Length of minor axis =2b=2(3) =6

2 2
Length of latusrectum = 22— 2(3)" _9
a 4 2
. . L a 16
Equation of directrices is x=h+ == x=-2+—— = X+ 2=+ = J7(X+2) =+16
e J_/ J7

(iv) The given equation of ellipse is x* +3y® —2x—6y—-5=0
= (x> =2x)+3(y* -2y) =5
= (X* = 2.x1+1%)+3(y* - 2.y.1+1%) =5+1* +3.1°
= (x-D*+3(y-1)*=9

- (x —1)? . (y-1)? . (1)
9 3

It is of the form

(x=h) , =k _4 (1N

a’ b?
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Compare equations (I)and (II)we get h=1k =1
a’=9,b’=3=a=3b=13

Here a >b.

Centre C=(h,k)=(1,1

eccentricity e= fl_b_zz /1_§= /Ez\/gzﬁ
a’ 9 9 9 3
Focii S=(h+ae k)= (1+3[f] J (1+J_1)

Length of major axis =2a=2(3) =6

Length of minor axis = 2b = 2(+/3) =2/3

Length of latusrectum =

20 _2(3)° _,
a 3

J’/ = x—1= J_:>J_(x 1) =49

Equation of directrices is x=h+— a : X=1+——
(v) The given equation of ellipse is x> +2y* +4x+12y+18=0
= (X*+4x)+2(y* +6y)+18=0
= (X2 +2.X2+2)+2(y* +2.y.3+3)+18 =22 +2.3°

= (X+1)*+2(y+3)* =4

- (x+1)° . (y+3)°

. , =1 (D)

(x=h? (y-k? _,

It is of the form > 0
a

(1)
Compare equations (I)and (Il)we get h=-1,k=-3
a?=4p’=2=a=2b=+2

Here a >b.

Centre C=(h,k)=(-1,-3)
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2
eccentricity e = /1_b_: /1_32 /ﬂ:\/zzi
a’ 4 2 4 2

Focii S:(hiae,k):(—1i2(%],—3]:(—1i\/§,—3)

Length of major axis =2a=2(2) =4

Length of minor axis = 2b =2(\/2) =22

2 2
Length of latusrectum = 2b” = 2(2) =2
a 2
Equation of directrices is x =h +2 :> X=-1+— ]/\/_

(vi) The given equation of ellipse is 4x* + y* +8x+2y+1=0

= 4(x* +2x)+(y* +2y)+1=0
= 4(X* +2.X1+12) +(Y? +2.y.1+17) +1=4.1> +1°
= 4(x+1)*+(y+1)° =4

2 2
N (x+1) +(y+1) 1
1 4

(x=h? (y-k? _,

It is of the form > >
a b

Compare equations (I)and (Il)we get h=-1k=-1
a’=1b’=4=a=1b=2
Here a<b.

Centre C=(h,k)=(-1,-1

2
eccentricity e=,[1-2& = 11 4__1:\/§:_
T i 4
Focii S=(h,kibe):(—1,—112{§B=(—1,—1ix/§)

Length of major axis =2b=2(2) =4
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Length of minor axis =2a=2(1) =2

2a*_20)°

Length of latusrectum = >

=1

Equation of directrices is y =k +— b == = y+1=44/3

NI f/

2. Problem: Find the equation of the ellipse referred to its major and minor axes x—,y —

axes respectively with latusrectum of length 4 and distance between foci 23.

2
Solution: Given length of latusrectumis 4 j.e., 2 _ =4=Db*=2a ()]
a

distance between foci is i.e., 2ae =23 = ae=+/3

2 2
We have eccentricity e = 1_b_2 — ¢? :1—b_2 = a%?=a’-b? = (3)*=a’-2a
a a

—=a’-2a-3=0=a=3a=-1
Since aneed not be negative, therefore a=3.

From equation (1), =b*=2.3=b*=6

2 2

The required equation of ellipse is %+y€ =1

3. Problem: Find the equation of the ellipse in standard form, if it passes through the
points (2,—-2)and (-1, 3).

Solution: Let the given points be A(2,-2),B(-1,3)
Let the required equation of ellipse be ax*+by*=1 ... 0
Since A(2,-2) lies on equation (I) we have a.2’ +b.(-2)* =1 = 4a+4b=1....(1l)

Since B(-1,3) lies on equation (1) we have a.(—1)* +b.(3)* =1 = a+9b=1....(1lI)
By solving (I1) and (I11) we get azé,bz—

Hence the required equation of ellipse is 5x* +3y* =32

4. Problem: If the length of the major axis of an ellipse is twice the length of its minor
axis then find the eccentricity of the ellipse.

175



Solution: Length of the major axis of an ellipse in standard form is 2a

Length of the minor axis of an ellipse in standard form is 2b.
Given length of the major axis of an ellipse is twice the length of its minor axis

ie,2a=2(2b) =>a=2b

2 2 _
We have eccentricity e = ’1_b_ —e= 1_b_2 —e= /1_1 —e= /4_1
a’ (2b) 4 4

:ez\ﬁaezﬁ
4 2

2 2
5. Problem: Find the equation of ellipse in the form (X_zh) + (y;zk) =1, given the
a

following data
(i) centre (-1,2),one end of major axis is (5,2),e= %
(ii) centre (1,3), ezg, semi-major axis is 4.
(iii) centre (2,1), e =%, length of latusrectum is 4.
(iv) centre (-3,1), one end of major axis is (—1,1) and passes through (-3,0).

_ 2 _ 2
Solution: Let the required equation of ellipse be (x 2h) + (y zk) =1
a b

(i) Given centre of the ellipse is (h,k) =(-1,2) =>h=-1k=2.

One end of major axis is (h+a,k)=(5,2) =>h+a=5=-1+a=5—=a=6.
. . 1
Also given that eccentricity e = >

2 2
We have eccentricity e=,[1-— = e’ =1-— =a’’=a’-b* =b* =a’ -a’%’
a a

2
=b*=6°-6" [%j = b’ =36—36(%j =b®>=36-9 = b*=27

Hence the required equation of ellipse is

2 2
(+D* | (y-2° _,
36 27
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(ii) Given centre of the ellipse is (h,k)=(1,3) = h=1k=3.

Semi major axis is a=4.
. - 2
Also given that eccentricity e = 3

2 2
We have eccentricity e = 1_b_2 = g2 :1—b_2 = a’e’*=a’-b® = b*=a*-a%’
a a

2
= b? =4 -4° 2) —p?=16-16 48
3 9 9

_1\2 _ 2
Hence the required equation of ellipse is (x=1) +(y 3) =1

16 80/9

= 5(x-1)*+9(y—3)* =80

(iii) Given centre of the ellipse is (h,k)=(2,1) = h=2,k=1.

2

length of latusrectum is 4 i.e.,ﬁ =4 =Db*=2a
a

. - 1
Also given that eccentricity e = >

2 2 2
We have eccentricity e = 1_b_ — g2 :1_b_2 — 1 zl_ﬁ = l=1—E
a’® a 2 a> 4 a

2 2
Hence the required equation of ellipse is (x=2)" =" _,

64/9 16/3

= 9(x—2)*+12(y-1)* =64
(iv) Given centre of the ellipse is (h,k)=(-3,1) = h=-3,k=1.

One end of major axis is (h+a,k)=(-11) =>h+a=-1=-3+a=-1=a=2.

The equation of ellipse is

2 2
(x+3)” (y-1)° _,
4 b?
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(-3+3)° , (01

o2 =1=b*=1

Since it passes through (-3,0), we have

(+3° (=D _,
4

Hence the required equation of ellipse is 1

6. Problem: Find the equation of ellipse whose focus is (2,1), eccentricity %and

directrix 2x—y+3=0.

Solution: Let P (x,y) be any point on the locus.

Given focus S = (2,1), eccentricity e = %and the equation of directrix is
M=2x-y+3=0.
The equation of ellipse having focus (x,,y,), eccentricity e =§ and the directrix

ax+by+c=0is (a2ﬁtbz)[(x—xl)zJr(y—yl)z]zez(axvtbyﬁLc)2

The equation of ellipse having focus S=(2,1), eccentricity e=% and the directrix
Mz2x—y+3=0is(22+(—1)2)[(x—2)2+(y—1)1=Gj2(2x_y+3)2

= 80| X* —4x+4+y? =2y +1|=9[4X* +y* +9—4xy +12x—6y |

= 80x* —320x +80y* —160Yy + 400 = 36x* + 9y* +81—36xy +108x —54y

= 44x° + 71y? + 36xy —428x —106Yy + 319 = Owhich is the required equation of ellipse

7. Problem: Find the position (exterior or interior or on) of the following points with
2 2

respect to the ellipse %+y7=1 () (3/2,-1) (i) (0,2) (i) (3.4).

Solution: The given equation of ellipse is S=y?—4x=0....... Q)
(i) Let P(3/2,-1) be the given point.

2 2 2 [ 1\2
Now Sll:%erTl_l:(s/gZ) ! i) =273 2

2 2

~.P(3/2,-1) lies inside the ellipse %H’T -1
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(i) Let P(0,2) be the given point.

2 2 2 2
Now sll:%ﬁ%— =%+%—1=0+%—1=1—1=0

X2 y2
~.P(0,2) lies on the ellipse 3+T:1

(iii) Let P(3,4) be the given point.

2 2 2 2
Now s, :%+y71—1=%+%—1=1+4—1=4>0

. . x> y?
~.P(3,4) lies outside the ellipse —+-—=1
9 4

Exercise 9(a)

1. Find the centre, eccentricity, coordinates of foci, Length of major axis, Length of minor
axis, Length of latusrectum and equations of directrices of the following ellipses:

(i) 9x*+16y° —36x+32y—-92=0 (ii) 3x* + y* —6x—2y—5=0 (iii) 9x* +16y* =144
(iv) 4x% + y* —8x+2y+1=0 (V) x* +2y* —4x+12y +14 =0 (vi) 16x* + 25y* = 400

2. Find the equation of the ellipse referred to its major and minor axes X, y~ axes

respectively with latusrectum of length 4 and distance between foci 2.
3. Find the equation of the ellipse in the standard form whose distance between foci is 2

and the length of the latusrectum is %

4. Find the equation of the ellipse in the standard form whose distance between foci is 8
and the distance between directrices is 32.

5. Find the equation of ellipse in standard form, if it passes through the points (-2, 2) )and
(3,-1).

6. If the ends of major axis of an ellipse are (5,0), (-5,0). Find the equation of the ellipse
in the standard form if its focus lies on the line 3x-5y—-9=0.

7. If the length of the major axis of an ellipse is three times the length of its minor axis
then find the eccentricity of the ellipse.

8. If the length of the latusrectum is equal to half of its minor axis of an ellipse in the
standard from then find the eccentricity of the ellipse.

9. If the length of the latusrectum is equal to half of its major axis of an ellipse in the
standard from then find the eccentricity of the ellipse.
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(x=h? Y=k’

a’ b2

10. Find the equation of ellipse in the form =1, given the following
data

(i) centre (2,—1), one end of major axis is (2,-5),e :%

(ii) centre (4,-1), one end of major axis is (—1,—1) and passes through (8,0).

(iii) centre (0,-3), ezg, semi-major axis is 5.
(iv) centre (2,-1), ezé, length of latusrectum is 4.

11. Find the equation of ellipse whose focus is (1,—1), eccentricity %and directrix
X+y+2=0.
12. Find the position (exterior or interior or on) of the following points with respect to the
: X y? . N
ellipse —+=—=1 (i) (4,5) (i) (0,3) (iii) (4,3).
TR (i) (45) (i) (0,3) (iii) (4,3
9.2 Tangent and normal at a point on the ellipse:

In this section, the condition for a straight line to be a tangent to a given ellipse is
obtained. The Cartesian equations of the tangent and the normal at a given point on the
ellipse are derived.

9.2.1 Point of intersection of the ellipse a—+g—2 =land the line y=mx+c:
Let —+y—2—1 be theellipse . Q)
a®> b
and the straight line y=mx+c be given. . (n

The coordinates of the point of the intersection of the straight line and the ellipse
satisfy both the equations (I) and (1) and, therefore, can be found by solving them.

Substituting the values of y from (I1)in (1), we have

2 2
X mx+cC
X, (mx+c)

= = =1ie,x*(@’m’+b®)+2a’mex+a’(c*-b’)=0 ... (1)

This is a quadratic equation in xand therefore has two roots which are distinct

real equal or imaginary according as the discriminant of equation (1) is positive or zero
or negative respectively. y=mx-+c
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The ordinates of the points of intersectiony,,y, can be obtained by substituting
X, X, for x in y=mx+c.

9.2.2 Theorem: The condition for a straight line y =mx+cto be a tangent to the ellipse

2 2
X )
—2+Z—:1ls c?=a’m? +b?

y=mx+cC y=mx+C

QD

XZ y2
Proof: Let —+=>=1  be the ellipse
a®~ b

and the straight line y=mx+c begiven .. (n

The coordinates of the point of the intersection of the straight line and the
parabola satisfy both the equations(l) and (Il) and, therefore, can be found by solving
them. Substituting the values of y from (I1) in (1), we have

2 2
X mx+cC
X, (mx+c)

= ~ =1 ie,x* (@’m* +b*)+2a’mex +a’(c® —b*) =0

..... ()

The given line will touch the ellipse < the two points coincide.

< discriminant of (111) is zero.
< (2a’mc)? —4a® (a’m’ +b?)(c* —-b*) =0
< 4a*m’c® —4a*(a’m’c® +b’c’ —a’m’h’ -b*) =0
o c2=aimi+h? o c=+Jalm?+b?
9.2.3 Note:

(i) In view of the above theorem 9.2.2, the equation of any tangent to the ellipse S=0

can be taken as y = mx++a’m?+b?.

(ii) For every real value of m, there are two parallel tangents to the ellipse.
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(iii) The points of contact of these tangents are

—a’m b? —a’m b? a’m —b? a’m —b?
, = ,— |and , = ,
Ja?m? +b? Ja’m? +b? c ¢ Ja?m? +b? Ja’m? +b? c ¢

where ¢? =a’m? +b?

(iv) The condition for a straight line Ix+my+n=0to be a tangent to the ellipse
2 2
X—2+g—=1is n® = a’l* +b’*m?

QD

9.2.4 Theorem: The equation of the chord joining two points (X, y,)and (X,,Y,) on
S=0is S, +S, =S,,.

2 2

Proof: Let P(x,,Y;) and Q(X,, Y, )be two points on the ellipse S= %jtg—z—l:o,then

S,,=0 and S,, =0. Consider the second degree equation S, +S, =S,,.

e, | 2y W XX, Yy XX 1Y
o [Fe e T ]

which represents a straight line.

Substituting P(x,, Y, )it becomes S, +S,, =0+S,, =S,,
. P(x,, y, ) satisfies the equation S, +S, =S,,.
Similarly Q(x,, y, )satisfies the equation S, +S, =S,,,.

.S, +8, =S, is astraight line passing through P(x,, ;) and Q(X,,Y,)
.. The equation of the chord PQis S, +S, =S,,.

9.2.5 Theorem: The equation of tangent at (X, y,) to the ellipse S=0is S, = 0.

2

Proof: Let P(x,Y,) and Q(X,,Y,)be two points on the parabola S= %+

2

Y
b2
then S,=0 and S,,=0. By Theorem 9.2.4, the equation of the chord PQ is
S, +S,=S,...(I)

1=0,

The chord PQ becomes the tangent at P when Q approachesP.

ie.,(%,,Y,) approaches to (X, ;)
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. The equation of the tangent at P is obtained by taking limits (x,, y, )tends to as

(%Y, ) on either sides of (1)

So, the equation of the tangent at P is given by lim (S, +S,) =1imS,,
Q—P Q—P
ie, S +S,=S,[~S, >SS, >S,85 (X,¥,) > (%) |
.25, =0=8, =0.
. . X y? .
. The equation of the tangent to the ellipse SE_2+F_1:O’ at (x,,) is
a

s=22+ M _1-0

2 b2
. . X y? .
9.2.6 Theorem: The equation of normal at (x,,y,) on the ellipse S= ?JFF—l:O, is
a’x b’y

—— =2 =a’-b% (x=0,y, #0).
XV '

2 2
Proof: By Theorem 9.2.5, the equation of tangent to the parabola S= %+§—1: 0 at

is o X% Yy
(4,%:)is 8, =72+ BL-1=0

2 2
~.Slope of the tangent at P(x,,y,) is = —x/a _bx

y,/b*  a’y,
2 2
~.Slope of the normal at P(x,,y,) is = —%/3 _aV¥
p (%, %) ST " b
2 2
Hence the equation of normal at (x1 yl) is &X_by _ a% —b2.
Y1

9.2.7 Note:

(i) If x, =0and y, = 0then the equation of the normal at P(x,y,)=(0,y;)=(0,b) is

the y— axis.

(i) If y, =0and x, = 0then the equation of the normal at P(x,,y;)=(x,0)=(%a,0) is

the x— axis.
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9.2.8 Solved Problems:

1. Problem: Find the equations of the tangent and normal to the ellipse 3x* +4y* =17at
@ 2).

Solution: The given equation of the ellipse is S=3x* +4y* =17 ()
Let P(1,2) be any point on the ellipse
Equation of tangent at P(x,, y,)to the ellipse S=0is S, =0
1.e., 3xx, +4yy, —-17=0=3x.1+4y.2-17=0
— 3x+8y-17=0 (11
Since equation of normal is perpendicular to the tangent and passing through P(1, 2)
equation of the normal is 8(x-1)-3(y—-2)=0

=8x-3y-2=0

2. Problem: Find the equations of the tangent and normal to the ellipse
X’ +4y* -8x—-6y—7=0at (-1,1).

Solution: The given equation of the ellipse is S=x*+4y* -8x—-6y—7=0...(1)
Let P(-1,1) be any point on the ellipse
Equation of tangent at P(x,, y,)to the ellipse S=0is S, =0
e, XX +4yy, —4(x+x)-3(y+Y,)-7=0 = x(-1) +4y.1-4(x-1) -3(y+1)-7=0
=b5x-y+6=0 ..(11)
Since equation of normal is perpendicular to the tangent and passing through P(-1,1)
equation of the normal is (x+1)+5(y-1) =0

= X+5y-4=0

3. Problem: Find the value of k if the line 2x—y+k =0is a tangent to the ellipse

x* +2y* =5,

XZ y2
Solution: The given equation of the ellipse is S=x*+2y* =5 = ERITE =1...(1)
The given line equationis 2x—-y+k =0 ()
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X2

2
The condition that the linelx+ my + n=0 is a tangent to the ellipse —2+§ =1.
a

is n?>=a’%l?+b’m?.
We have a®=5,b*=5/21=2m=-1n=k

k? :5.22+§(—1)2 k2= 2042 o K2 :E:>k:i,’E
2 2 2 2

4. Problem: Find the equations of the tangent to the ellipse x*+3y* =4 which are

(i) parallel to the line x+3y+5=0and (ii) perpendicular to the line 2x+y+4=0.

2

2
Solution: The given equation of the ellipse is S=x*+3y* =4= XZ+ 4y/3 =1....(I)

(i) The given line equationis x+3y+5=0 ()
The equation of a line parallel to the line (1) is x+3y+k=0 (1)

Since the line (111) is a tangent to the ellipse (1) .
We have k*=4.1° +%.32 =>k?*=4+12 =k’ =16 =k =44

. The equation of the tangent to the ellipse x*+3y* =4 which is parallel to the line
X+3y+5=01is x+3y++4=0
(ii) The equation of a line perpendicular to the line 2x+y+4=0 is

Xx—2y+k=0 ..(IV)

Since the line (IV) is a tangent to the ellipse (1) .

We have k® :4.12+%.(—2)2 = k? :4+? = k? :?:k:i f%

. The equation of the tangent to the ellipse x*+3y? =4 which is perpendicular to the
line 2x+y+4=01is x—-2y+ /?:o

5. Problem: Find the equations of the tangent and normal to the ellipse x> +4y* =16 at
the point whose ordinate is 2.

Solution: The given equation of the ellipse is S=x*+4y* =16....(1)
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Given ordinate is 2, ie.,y=2 = x*+4.2°=16=x*+16=16=x*=0=x=0
Let P(0, 2) be any point on the ellipse
Equation of tangent at P(x,, y,)to the ellipse S=0is S, =0
e, XX, +4yy, -16=0=x.0+4y.2-16=0=8y-16=0
—y-2=0 (1)
Since equation of normal is perpendicular to the tangent and passing through P(0, 2)
equation of the normal is (x—0)-0(y—2)=0

=x=0

Exercise 9(b)

1. Find the equations of the tangent and normal to the ellipse x* +8y* =33at (-1,2).

2. Find the equations of the tangent and normal to the ellipse x> +2y* —4x+12y+14=0
at (2,-1).

3. Find the equation of the tangent to the ellipse 9x* +16y* =144 which makes equal
intercepts on the coordinate axis.

4. Find the coordinates of the points on the ellipse x> +3y? =37 at which the normal is
parallel to the line 6x—5y = 2.

5. Find the value of k if the line 4x+ y+k =0 is a tangent to the ellipse x* +3y* =3..

6. Find the equations of the tangent to the ellipse 2x* + y* =8 which are (i) parallel to the
line x—2y—4=0 (ii) perpendicular to the line x+y+2=0and

7. Find the equations of the tangent and normal to the ellipse 2x* +3y* =11at the point
whose ordinate is 1.

8. Find the equations of the tangent and normal to the ellipse 9x* +16y* =144 at the end
of the latusrectum in the first quadrant.

Key concepts

1. A conic with eccentricity less than unity is called an ellipse. Hence an ellipse is the
locus of a point whose distances from a fixed point and a fixed straight line are in
constant ratio e, which is less than unity. The fixed point is called the focus and the fixed

line is called the directrix of the ellipse.
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2. Let S(x,,y,) be the focus, e be the eccentricity and the directrix be ax +by +c =0.
The equation of the ellipse is (a’ +b2)[(x—x1)2 (y-v,) ]_ 2(ax+by+c)” and the

equation of the axis of the above ellipse is b(x—x,)—a(y—-y,)=0.

2 2

3. The equation of ellipse in standard form is X—2+g—2 =1. For the ellipse
a

2 2
X
LY

7 =1,(a>b>0)the focus is S = (ae,0), directrix is x = % and axisis y =0.

o))

The point A =(0,0) is called the vertex of the ellipse.

4. The line joining two points of a ellipse is called a chord of a ellipse.

5. A chord passing through focus is called a focal chord.

6. A chord through a point P on the ellipse, which is perpendicular to the axis of the
parabola, is called the double ordinate of the point P.

7. The double ordinate passing though the focus is called the focus is called the

latusrectum of the ellipse.

2b2
a

8. The length of the latusrectum of the ellipse —+Z—2 =1is
a’

2 2

9. (i) If the equation of ellipse is of the form X—2+§ =1,(a>b>0) then Eccentricity is
a

2
e= Jl—b— Centre C=(0,0), vertices are A =(a,0),A’=(-a,0) Focii are
a’
S=(ae,0),S = (—ae,0) Equation of directrices are x = J_rg, Length of major axis is
e
AA’ =2a and length of minor axis is BB'=2b

y’

(i) If the equation of ellipse is of the form a—+ e =1,(b>a>0) then Eccentricity is

2
e= ,/1—a—, Centre C=(0,0), vertices are B=(0,b),B’=(0,—b) Focii are
b2

S=(0,be),S’ = (0,—be) Equation of directrices are y = ig, Length of major axis is
e

=2b and length of minor axis is AA’ =2a axis
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_ 2 _ 2
(iii) If the equation of ellipse is of the form (x azh) + (y bzk) =1,(a>b>0) then

2
Eccentricity iSe:,/l—%, Centre C = (h,k), verticesare A=(h+a,k),A’=(h—-a,k)

Focii are S=(h+ae,k),S =(h—ae, k) Equation of directrices are x=h ig, Length of
e

major axis is AA’=2a and length of minor axis is BB'=2b

(x—h)? +(y_k)2 =1,(b>a>0) then

(iv) If the equation of ellipse is of the form " o

2
Eccentricity ise = /1—%, Centre C = (h,k), vertices are B = (h,k +b),B’= (h,k —b)

Focii are S=(h,k+be),S" = (h,k —be) Equation of directrices are y =k v_LE, Length of
e
major axis is BB’ =2b and length of minor axis is AA’=2a axis

10. The circle described on the major axis of an ellipse as diameter is called auxiliary
2 2

circle of the ellipse. The equation of the auxiliary circle of the ellipse X—2+§=1is
a

x> +y*=a’.

11. The distance of a point on the ellipse from its focus is called the focal distance of the
point.

12. The following notation will be adapted.

2 2
y _ X1 Wi y1Yz
S=—+21--1 S, = -1 S, = -1
) +b (i) " b (iii) S, = a b2

(iv) S, = Xl b —1 where (x;,y,) and(x,,y,) are the points in the plane of the ellipse
a’

2 2
X
2

+—=1

a5}
%[

13. The condition that the point P lies outside, on or inside the ellipse

SEX—2 #—1 0 according as S,, >=<0.
a
X2 y2
14. The condition for a straight line y =mx+cto be a tangent to the ellipse ¥+b—2 =1

is ¢ =a’m? +b?
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15. The condition for a straight line Ix+my +n = 0to be a tangent to the ellipse
2 2
X—2+§:1is n® =a’l* +b’m?
a

. . X2 y?
16. Two tangents can be drawn from an external pomt(xl, yl) to the ellipse ¥+§ =1

17. The equation of the chord joining two points (x,Y;) and (X,,Y,) on S=0is
S,+S,=S,.

18. The equation of tangent at (xl, yl) to the ellipse S=0is S, =0 or the equation of the

2 2
tangent to the ellipse S= %Jré—l:o, at (x,y,)is s, 5%4—%—1:0
a

2 2

19. The equation of normal at (x,,y;) on the ellipse S= %+§—1: 0,is

2 2
ax_ by =a’—b% (x, #0,y, #0).
X %
Answers
Exercise 9(a)
1.

(i) centre:(2,-1), eccentricity~/7 / 4, focii:(ZJ_rﬁ,—l), length of major axis:8,

length of minor axis: 6, length of latusrectum: 9/2, eq.of directrices:\/7x = 24/7 £16

(i) centre:(l,l), eccentricity:y/2/ 3, focii:(Lli \/6) length of major axis:6,
length of minor axis: 2J§, length of latusrectum: 2, eq.of directrices:«/§y = \/513\/5

(iii) centre:(0,0), eccentricity:/7 / 4, focii:(iﬁ,o), length of major axis:8,

length of minor axis: 6, length of latusrectum: 9/2, eq.of directrices:\/7x = +16
(iv) centre:(1,-1), eccentricity/3/2, focii:(l,—lir \/5) length of major axis:4,
length of minor axis: 2, length of latusrectum:1, eq.of directrices:\/§y +3+4=0

(v) centre:(2,-3), eccentricity:1/v/2, focii:(4,-3),(0,-3), lengthof major axis:4+/2,

length of minor axis: 4, length of latusrectum: 22, eq.of directrices: x = 6, x = 2.

(vi) centre:(0,0), eccentricity:3/5, focii:(+3,0), lengthof major axis:10,
length of minor axis: 6, length of latusrectum: 32/5, eq.of directrices:3x = +25
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2 2 2 2 2 2

2. XY 1 03 X Y 0 4 XY 1 53i502-3

. +2= L =
16 8 16 15 64 48
6. 16x° +25y* =400 7. & 8. ﬁ 9. L
3 2 2

10. (i) 9(x—2)? +8(y +1)> =128, (i) (x—4)* +9(y +1)° = 25,

2 2 2 2
XLy XL Y
25 45 45 25

(i)
(iv) 9(x—2)* +12(y+1)* =64, or 12(x—2)* +9(y +1)* = 64.
11. 7x* +7y* —4xy —26x+10y +10 =0.

12. (i) exterior (ii) interior (iii) exterior

Exercise 9(b)

1. x-16y+33=0,16x+y+44=0. 2. y+1=0,x-2=0. 3. x+y+5=0.

4.(52),(-5,-2). 5 k=27 6. (i) x—2y£6=0 (i) x—y+2y3=0
7. 4x+3y—-11=0,4x-3y+11=0; 3x-4y—-2=0,3x+4y+2 =0;

8. J7x+4y—16=0,16x— 47y —7/7 =0;
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10. HYPERBOLA

Introduction:

We study the hyperbola in this chapter. We also discuss, about the standard
form of equation of hyperbola, condition for a line to be a tangent to the ellipse, chord of
contact in this chapter.

10.1 Equation of a hyperbola in standard form:
In this section, we study the equation of hyperbola in the standard form.

10.1.1 Definition (Hyperbola): A conic with eccentricity greater than unity is called a
hyperbola. Hence hyperbola is the locus of a point whose distances from a fixed point
and a fixed straight line are in constant ratio e, which is greater than unity. The fixed

point is called the focus and the fixed line is called the directrix of the hyperbola.
10.1.2 Equation of hyperbola:

In this section we derive the equation of hyperbola in general form.

Let S(x,,y,) be the focus and the directrix be ax+by+c =0. Thus, by definition of

the ellipse, the equation of the hyperbola is
A M
2_e|aX+by+C| or A A

JO=x ) +(y =y, ) =

Ja’® +b? P

(a’ +b2)[(x—x1)2qt(y—yl)z]zez(ax+by+c)2 <

v

a general equation of second degree in xand vy.

The equation of the axis of the above hyperbola

is b(x—x)-a(y—y,)=0.
10.1.3 Equation of hyperbola in standard form:

To study the nature of the curve, we prefer its equation in the simple possible
form. We proceed as follows to derive such an equation.

Let She the focus, |be the corresponding directrix and e be the eccentricity. Let
Z be the foot of the perpendicular from Son directrix 1. Let Aand A’be the points which
divide Szin the ratio e:1,internally and externally respectively.

Consider C midpoint of AA’ as origin, consider the line CZextended as x — axis
and a line perpendicular to it Cas y — axis.

Let CA=a=CA’ sothat A=(a,0)and A'=(-a,0).
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But SA _¢ - SA
AZ AZ

= SA =¢(AZ) andSA'=e(A'Z)
..CA-CS=¢(CZ-CA) =>a-CS=¢e(CZ-3a).....(1)
CS+CA'=¢e(CA'+CZ) = CS+a=¢e(CZ+a).....(I11)

Adding (I) and (Il) above, we get 2a =2¢(CZ) = cz=-2
e

.. Equation of directrix is x=—...... ()

Subtracting (I) from (I1), we get 2(CS) = 2ae = CS=ae.

Coordinates of focus Sare (ae,0).

Now let P(x, y) be a point on the ellipse and PM be the perpendicular distance from P to
the direcrix. Then by definition PS =e(PM).

PS? = e?(PM)?

2
i.e.,(x_ae)2 +y? :ez(xz +a_2_@j [':PM = x—g}
e e

ie, X’ (e’ -1)—y* =a*(e’ 1)

2 2

x__ ¥y _
a’ az(ez—l) L

Since e>1=¢e’-1>0=b’=a’(1-e*)>0.

2 2
22 1(a>0b>0)...3V)

2

QD
oy

..We can choose a real number b > 0Osuch that a®(e* —1) = b®.

We have shown that coordinates of P must satisfy (I1V) if P satisfies the geometric
condition SP =e(PM). Conversely, if x, y satisfy the algebraic equation (1) with
b®> =a’(e*—1)and e >1, then

e (YD) gy ema)

a

~SP=/(x—ae) +y? = \/xz +a’e” —2aex+(e” —1)(x* —a%)
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-.SP =/x%? —2aex+a’ :|xe—a| —e

x—E‘:e(PM).
e

If P satisfies the algebraic condition then P satisfies the geometric condition and
vice versa.

2 2
Thus the locus of P is X—2 —Z—Z =1, the equation of hyperbola in standard form.
a

Now let S’'be the image of Sand Z'M’be the image of ZM with respect to y —

axis, taking S’as focus and Z'M’as corresponding directrix, it can be seen that the
2 2

corresponding equation of hyperbola is also X—2+§ =1. Hence for every hyperbola, there
a

are two foci and two corresponding directrices.

2
We have b* =a*(e* -1)and e>1 e=‘/1+b—2
a

Y
A
B
A A
P
M
y
X’ : Y 4# X
s A’ c z A NS
A 4 v A 4
B

10.1.4 Nature of the curve:

In this section we shall study the nature of the hyperbola or trace the curve
2 2

represented by the equation X—2 - E)/—Z =1,(a>0,b>0)
a

(i) Point of intersection with coordinate axes:

If y=0,then x=x+ai.e., the curve intersects the x —axis at A =(a,0)and
A’ =(-a,0).Hence AA'=2a.
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If x=0,then y=++-b® does not exist in the Cartesian plane. Hence, the curve
does not intersect the y — axis.

(ii) From (i) we have y :igm then yisreal © x*-a’>0<x<-a or x>a
I.e., the curve does not exist between the vertical lines x =aand x = —a further from
X= i%m then x is real for all values of y and hence each horizontal line y =k
intersect the hyperbola in exactly two points. Also x — towhen y — oo ie., the curve
IS unbounded.

(iii) For any value of y,we have two values of x = i%wlyz +b? equal but opposite in
sign.

.. The curve is symmetric about y — axis.

(iv) For each real value of y belonging R —(-a, a), we have two values of

y= ig\/xz —a? equal but opposite in sign.

.. The curve is symmetric about x — axis.

.. The curve consists of two symmetrical branches each extending to infinity in two
directions.

(v) Any chord through C(0,0) of the hyperbola is bisected at the point C, for the points
(%, y), (—=x,—y) simultaneously lie on the curve. The centre of hyperbola is defined as the
point of intersection of its axes of symmetry. The centre of the hyperbola is the point C.

10.1.5 Definition (Transverse and conjugate axes): The line segment AA'and BB’ of
lengths 2aand 2b respectively are called axes of the hyperbola. The AA"along x —axis
is called the transverse axis of the hyperbola. BB’ is called the conjugate axis.

10.1.6 Definition (Conjugate hyperbola): The hyperbola whose transverse and
conjugate axis are respectively the conjugate and transverse axis of the given hyperbola,
is called the conjugate hyperbola of the given hyperbola.

2 2
10.1.7 Note: (i) The equation of the hyperbola conjugate to SEX—2—§—1=0 is
2 2
g=2_Y 4120
a~ b
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(i) For SEX—Z—;’——lzo the transverse axis lies along x —axis and its length 2aand
a
the conjugate axis lies along y — axis and its length 2b.

2 2

(i) For S'E%—g—zﬂzo the transverse axis lies along y —axis and its length 2band

the conjugate axis lies along x —axis and its length 2a.
10.1.8 Definitions (Chord, focal chord and latusrectum):

The line joining two points on the hyperbola is called a chord of the hyperbola. A
chord passing through one of the foci is called a focal chord. A focal chord perpendicular
to the transverse axis of the hyperbola is called a latusrectum of the hyperbola. A
hyperbola has two latusrecta.

10.1.9 Length of the latusrectum:
Let L,L" be the ends of the latusrectum passing through the one of the foci S(ae,0) of

2 2

the hyperbola equation X—Z—g— =1 (a>h)....~I)
a

Since LL'is perpendicular to x~axis, the coordinates of L and L'are equal to ae.

2 2 2
This L(ae, y,)is on (1), we have (a€) —y—1:1:>y—1:e2—1:>y12 =b*(e* 1)

a’ b? b?
2 2 ? 2 2 2
=y’ =b (¥] [b?=a’(e*-1)]
b2
yl = i;
2 2
Hence L[ae,b—) and L’=(ae,—b—j
a a
2b?

.. Length of the latusrectum LL' = .
a

10.1.10 Note: (i) The coordinates of the four ends of the latusrecta of the hyperbola

2 2 2 2 2 2
X_z_y_2=1 are L[ae,b—j, L':(ae,—b—j and Ll(—ae,b—j, L1'=(—ae,—b—j
a“~ b a a a a
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2 2 2
(ii) Length of the latusrectum of the hyperbola %—%z—l is 2%and the coordinates

2 2
of the four ends of the latusrecta of the hyperbola are L(%,be), L’:(—%,be] and
2 2

2 2
L& —belL'=| -2 —be|.
b b
y

(iii) The equation of the latusrectum of the hyperbola %—Fﬂthrough focus S is

x=ae and through S'is x=-ae. The equation of the latusrectum of the hyperbola
2 2
%—Z— =—1through Sis y =beand through S'is y =—be.

10.1.11 Rectangular hyperbola:

If in a hyperbola the length of transverse axis (2a) is equal to the length of
conjugate axis (2b), the hyperbola is called the rectangular hyperbola. The equation of

2 2

the rectangular hyperbola of the hyperbola X—Z—Z—Zzl is x> —y? =a®. In this case the
a

eccentricity of a rectangular hyperbola is /2.

We assumed a =band in the following discussion, we describe different forms of
the hyperbola.

10.1.12 Various forms of the hyperbola:

2 2
(i) The equation of hyperbola is of the form %_g_z =

Transverse axis is along x —axis and conjugate axis is along y — axis.

Length of transverse axis is AA"=2a and length of conjugate axis is BB’ = 2h.

- b?
Eccentricity e = /1+?

Centre C=(0,0)
Foci S=(ae,0),S' = (-ae,0)

Equation of directrices x=a/e,x=-ale

2 2

Xy

(i) The equation of hyperbola is of the form — 7 =
a
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Transverse axis is along y — axis and conjugate axis is along x — axis.

Length of transverse axis is BB'=2b and length of conjugate axis is AA’ =2a

. . a2
Eccentricity e = 1+F

Centre C=(0,0)
Foci S=(0,be),S' = (0,—be)

Equation of directrices y=b/e,y=-b/e

(x=h? _(y-k)* _,

(iii) The equation of hyperbola is of the form " o

Transverse axis is parallel to x —axis i.e.,along y =k and conjugate axis is parallel to
y —axisi.e.,along x=h.

Length of transverse axis is AA’'=2a and length of conjugate axis is BB' = 2h.

- b2
Eccentricity e = /1+?

Centre C=(h,k)
Foci S=(h+ae,k),S' = (h—ae,k)

Equation of directrices x=h+a/e,x=h-ale

(x=h? _(y-K*

(iv) The equation of hyperbola is of the form o
a

Transverse axis is parallel to y —axis i.e.,,along x=hand conjugate axis is parallel to
x —axisi.e.,along y =k

Length of transverse axis is BB’ =2b and length of conjugate axis is AA'=2a

- . a2
Eccentricity e = 1+?

Centre C = (h,k)
Foci S=(h,k +be),S" = (h,k —be)

Equation of directrices y=k+b/e,y=k—-b/e
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10.1.13 Definition (Auxiliary circle): The circle described on the transverse axis of a

hyperbola as diameter is called auxiliary circle of the hyperbola. The equation of the
2 2

auxiliary circle of the hyperbola X—2—§ =1lis x*+y* =a’
a

10.1.14 Notation: Here after the following notation will be adapted through out this
chapter.

2 2
(i)ss—2—§-1
XYy
(i) S, :a_zl_b_zl_l

12 — 2 b2
2 y 2
(iv) S, = %_b%_l where (x,,y,) and(x,,y,) are the points in the plane of the
2 2
hyperbola %—Z—z =1.

10.1.15 Hyperbola and a point in the plane of the hyperbola:

A hyperbola divides the xy —plane into two disjoint regions, one containing the

foci is called the interior region of the hyperbola and the other is called the exterior region
of the hyperbola.

2 2

Let P(x,,y,) be a point in the plane of the hyperbola %—% =1....(I).

2 2
Consider s, = LZ _ )t% _
a

(i) P lies outside the hyperbola (i.e., P is an external point) < S, > 0.
(ii) P lies on the hyperbola < S, =0.

(iii) P lies inside the hyperbola (i.e., P is an internal point) < S, <O0.

Thus P lies outside, on or inside the hyperbola S= X—Z—g—z—l according as S, >=<0.
a
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10.2 Tangent and normal at a point on the hyperbola:

In this section, the condition for a straight line to be a tangent to a given hyperbola
is obtained. The Cartesian equations of the tangent and the normal at a given point on the
hyperbola are derived.

2 2
9.2.1 Point of intersection of the hyperbola %—g—z =land the liney =mx-+c:
X2 y2
Let 7 =1 be the hyperbola ()]
and the straight line y=mx+c begiven. ... (n

The coordinates of the point of the intersection of the straight line and the
hyperbola satisfy both the equations (1) and (I1) and, therefore, can be found by solving

them. Substituting the values of y from (I1) in (1), we have

2 2
X—z—% =1ie,x*(b*—a’m?)-2a’mex—a’(c’* +b*)=0 ... (1
a

This is a quadratic equation in xand therefore has two roots which are distinct
real equal or imaginary according as the discriminant of equation (1) is positive or zero

or negative respectively. y=mx+c

The ordinates of the points of intersectiony,,y, can be obtained by substituting

X, X, for x in y=mx+c.

10.2.2 Theorem: The condition for a straight line y=mx+cto be a tangent to the

2 2

hyperbola x_z_y_z =1lis ¢* =a’m® -b?
a~ b
X2 y2
Proof: Let E_le be the hyperbola ... Q)
and the straight line y=mx+c begiven ... (1

The coordinates of the point of the intersection of the straight line and the
parabola satisfy both the equations(I) and (I1) and, therefore, can be found by solving

them. Substituting the values of y from (I1) in (1), we have

x> (mx+c)®

= o2 =1ie,x*(b*—a’m®)—2a’mex—a’(c*+b*)=0 ... (1)

The given line will touch the hyperbola < the two points coincide.
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< discriminant of (1) is zero.
& (-2a’mc)? +4a” (b* —a’m?)(c® +b*) =0
& 4a*m?c? +4a*(—-a’m’c® +b*c* —a’m*b® +b*) =0
o c2=a’m-b? < c=a’m’-b?
10.2.3 Note:

(i) In view of the above theorem 10.2.2, the equation of any tangent to the hyperbola
S=o0can be taken as y =mx*+/a’m? —b’.

(ii) For every real value of m, there are two parallel tangents to the hyperbola.

(iii) The points of contact of these tangents are

—a’m b? _(-a’m b’ d a’m —b? _(a'm —b?
22 12 JaZm?_p2 | o |an 22 12 JaZm?_p2 | ;
Jam? —b? a’m’-b c ¢ Jam? —b? a’m’-b c ¢

where ¢? =a’m?-b?

(iv) The condition for a straight line Ix+my+n=0to be a tangent to the hyperbola

2 2

X—z—y—:lis n’ =a’l”> —b’m?
b

QD

10.2.4 Theorem: The equation of the chord joining two points (X, y,)and (X,,y,) on
S=0is S, +S, =S,,.

2 2

Proof: Let P(x,Y,) and Q(X,,Y,)be two points on the hyperbola S= %—F—ko,

then S, =0 and S,, =0. Consider the second degree equation S, +S, =S,,.

ie., &—M—l + X_)(Z‘?_ﬂ;_l}:[xl_)z(z_ﬁgz _1:|
a a~ b a b

which represents a straight line.

Substituting P(x,, y; )it becomes S, +S,, =0+S,, =S,,
. P(x,, y, ) satisfies the equation S, +S, =S,,.
Similarly Q(x,, y, )satisfies the equation S, +S, =S,,.

.S, +8, =S, is astraight line passing through P(x,, ;) and Q(X,,Y,)

200



.. The equation of the chord PQis S, +S, =S,,.

10.2.5 Theorem: The equation of tangent at (xl, yl) to the hyperbola S=0is S, =0.

2 2

Proof: Let P(x,Y,) and Q(X,,Y,)be two points on the hyperbola S= %—%—1:0,
then S,=0 and S,,=0. By Theorem 10.2.4, the equation of the chord PQ is
S, +S,=S,...(I)
The chord PQ becomes the tangent at P when Q approachesP.

ie.,(X,,Y,) approaches to (x, ;)

. The equation of the tangent at P is obtained by taking limits (x,, y, ) tends to as
(%, Y, ) on either sides of (1)

So, the equation of the tangent at P is given by lim (S, +S,) =limS,,
Q—P Q—P

ie, S, +S =S,[S,>S,S, >S,a5 (X.¥,) > (x. ) |

.25,=0=5,=0.
. X y? .
. The equation of the tangent to the hyperbola S= ¥+b—2—1=0, at (x,y;)is
X
= —’g—%—lz 0

10.2.6 Theorem: The equation of normal at (xl,yl) on the hyperbola

X2 2 ] 2 2
S= ¥—§—1=0, is %—by—yzaz—bz,(mto, y, #0).
1
2 2
Proof: By Theorem 10.2.5, the equation of tangent to the hyperbola S= —2—§—1:0
. X
at (x,Y,)is s, E—)Zl—%—lzo
2 2
~.Slope of the tangent at P(x,, ;) is = —xfa_bx
—y, /b*>  a%y,

2
. Slope of the normal at P(x,, y; ) is =—22;/11-
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2 2
Hence the equation of normal at (x,y;) is 2% 4 b7Y _ a2 p2.
X Y1

10.2.7 Note:

(i) If x, =0and y, = 0then the equation of the normal at P(x,y,)=(0,y,)=(0,b) is

the y~ axis.

(i) If y, =0and x, = 0then the equation of the normal at P(x,y,)=(%.0)

(£a,0) is

the x~ axis.

10.2.8 Asymptotes of a curve: A non vertical line with equation y=mx+c is called an
asymptote of the graph of y = f (x) if the difference f (x) — (mx+c) is non zero and tend
to 0 as X > wor X — —oo.

2 2

10.2.9 Asymptotes of the hyperbolaS= %—y——1=0: If P(x,,y,)is a point on the

b2
branch of the hyperbola and Q(x,,y,)is a point where ordinate through P(x,, y, ) meets
i b b ab ab ab
line y=—x, then 0 —y)=—(x —x?-a’|=————<""and — —>0as
y=- <(¥,—¥2) a(x1 X ) N ey o

X, — oo therefore y, —y, > 0as x, — oo.

Therefore the line y:gx is an asymptote of the hyperbola. By considering the

. b . . b .
portion of the curve y=—./x*—a*,x <ait can be similarly seen that y = —gx is another
a

as asymptote for this hyperbola. % Q% Y,)

1

P(%, Y1)
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10.2.10 Note:

(i) From the above equation of asymptotes, it is clear that they pass through the

centre of the hyperbola and the axes of the hyperbola are the angle bisectors of the angle
between the asymptotes.

2 2 2 2

(ii) Let S———%—l 0 be hyperbola. Then S’—:——z—+l 0 is its
X2 y2
conjugate hyperbola and asymptotes are A = Priar 0.

10.2.11 Solved Problems:

1. Problem: Find the centre, eccentricity, coordinates of foci, Length of latusrectum and
equations of directrices of the following hyperbolas:

(i) 9x* —25y* =225 (i) 16x* —9y* =144 (iii)9x* —16y° +36x+32y—124=0
(iv) x* —3y* —2x+6y-5=0 (V) x* —2y* +4x-12y-10=0

(Vi) 4x* —y* +8x—2y+7 =0 (vii) 16x* —9y? = —144 (viii) 4x* —y* =—4

(ix) 9(y +3)° —4(x-2)* =1

2 2

Solution: (i) The given equation of hyperbola is 9x* —25y* = 225 :>)2(—5—y? =1......~I)
) X2 yz
It is of the form g—b—zzl ....... (1)

Compare equations (I)and (I1) we get a®* =25,b>°=9=a=5b=3

Centre C=(0,0)

eccentricity e= f1+ \/ 25+9 %Z@

Focii S= (+aeo)_(+5[*/g_J ] (£+/34,0)

2 2
Length of latusrectum = 207 _2(4)° _32
a

5 5

[o}]

Equation of directrices is x=+— = x=+ > :x=i£:>\/3_4x:izs

e “J34/5 J34

2 2

(ii) The given equation of hyperbola is 16x* —9y* =144 XY 1 Q)

9 16
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2

It is of the form X—Z__Z_
a- b

Compare equations (1)and (1) we get a® =9,b?

Centre C=(0,0)

b2
eccentricity e= /1+_ \/
Focii S= (+ae,0) = (i:%@ ,OJ = (+5,0)

2 _
a

9+16

204 32

Length of latusrectum = =
3 3

=16=>a=3,b=4

% 5
9 3

Equation of directrices is x = +8 o x- +i:>x— g:>5x 9

e 5/3
(i) The given equation of hyperbola is 9x°

= 9(X* +4x)-16(y* —-2y) =124

—16y* +36x+32y-124=0

= 9(X% +2.X2+22) —16(y® — 2.y.1+12) =124+ 9.2 ~16.12

= 9(x+2)? —16(y —1)° =144

— (X+2)2 _ (y_1)2 =1...... (|)
16 9
Itis of the form _Zh)z - (y—zk)z Lo....(1))
a b

Compare equations (I)and (Il)we get h=-2,k =1

a’=16,b*=9=a=4,b=3

Centre C=(h,k)=(-2,1)

eccentricity e_/ 142 16+9= 25_5
16 16 16 4

Focii S=(h*ae k)= (

]:(—21
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20 9
4 2

Length of latusrectum =

Equation of directrices is x=h+2= x=—2¢$4:> x+2:i%:>5x+10:116
e

=5Xx—-6=0,5x+26=0
(iv) The given equation of hyperbola is x> —3y*—2x+6y-5=0
= (x*-2x)-3(y*-2y) =5
— (X2 —2X1+12) = 3(y? —2.y.1+1%) =5+1> —3.12
= (x—1)? —3(y-1)% =3

LD (-1
3 1

(x-h* _(y=K)? _,

It is of the form > >
a b

Compare equations (I)and (II)we get h=1k =1
a’?=3b?’=1=a=+3,b=1

Centre C=(h,k)=(@11)

2
eccentricity e = 1+b_= 1+1: 3_+1z\/§=£
Ve VT3N3 3 B

Focii S— (h+ae, k) = (HI(IJ J (1£21) = (1+2,1),(1-2.1) = (3,1),(~L1)

202 20 _ 2

BB

Length of latusrectum =

Equation of directrices is x=h+3=x=1+ V3 = x-1= 3:Zx 2=13

e 2/\3

= 2X-2=3,2X-2=-3=2Xx-5=0,2x+1=0

(v) The given equation of hyperbola is x* —2y* +4x-12y-10=0

= (X* +4x)-2(y*+6y)-10=0
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= (X2 +2.X2+2°)-2(y* +2.y.3+3)-10=2*-2.3°

= (X+1)° +2(y+3)* =4

0T 3T
4 2

2 2
Itis of the form =" _OV=K" _ 5 (1)
a’ b?

Compare equations (I)and (II)we get h=-1,k =-3
a?=4b*=2=a=2b=42
Centre C=(h,k)=(-1,-3)

2
eccentricity e= ’1+% = 1+g =J1+2 =J§

Focii S=(h,k+be) =(~1-3++2.4/3) =(-1,-3+6)

2 2
Length of latusrectum = 2% = 2(2) 8

202
2 2

Equation of directrices is y =k J_rE =y :—31—3:> y+3=+ 3
e

(vi) The given equation of hyperbolais 4x*—y®+8x—2y+7=0
= 4(x*+2x)—(y* +2y)+7=0
= 4(X° +2x1+17) = (Y* +2.y.1+1)+7=4.1"-1°
= 4(x+1)*—(y+1)* =—4

G A2V
1 4

2 2
It is of the form (X_zh) _(y—zk) =-1
a b

Compare equations (I)and (Il)we get h=-1,k=-1
a’=1b*=4=a=1b=2
Centre C=(h,k)=(-1-1)
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2
eccentricity e = /1+a_: /1+1: /4_+1=\/§=£
b? 4 4 4 2

Focii S=(h,k +be) = (-1, —1+ 2{?]} =(-1,-1%+5)

2 2
Length of latusrectum = 2% = % =1
. : . b 2
Equation of directricesis y=k+—=y=-1+ = y+1=+4/5
e J5/2

(vii) The given equation of hyperbola is 16x* -9y’ = —144

* ¥ __

9 16 7 M
) N yz
It is of the form ¥_b_2:_l ....... (1)

Compare equations (I)and (Il)we get a®*=9,b*>=16=a=3,b=4

Centre C=(0,0)

2
eccentricity e= 1+a_:\/1+g=\/16+9 _ |33
\/ b? 16 16 \/16 4

Focii S=(0,+be) = [0, + 4[%}} =(05)

2 2
Length of latusrectum = 2& 23" _3
b 4 2

Equation of directrices is y =J_rE =y :i% = y=+16/5=5y=+16
e

(viii) The given equation of hyperbolais 4x*>—y*=-1

2

. X2 y?
It is of the form ¥_b_2:_l ....... ()

Compare equations (I)and (Il)we get a®*=1,b*=4=a=1b=2
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Centre C=(0,0)

2
eccentricity e = /1+a_: /1+1: /4_+1=\/§=£
b? 4 4 4 2

Focii S=(0,+be) = {0, + 2[?]} = (0, + \/g)

=1

2 2
Length of latusrectum = 2% _2D)°

2

| o

Equation of directrices is y =+— it b —y=14/6 =By =14

J_/

(ix) The given equation of hyperbolais 9(y +3)° —4(x—2)* =1

2 2
L2 (9
1/4 1/9

(x-h? _(y-K? __,

It is of the form " o

Compare equations (I)and (I1)we get h=2,k =-3
a*=1/4,b>=1/9=a=1/2,b=1/3

Centre C=(h,k)=(2,-3)

2
eccentricity e= /1+a_=\/ +1/_4= 9+4 _ EZE
b? 1/9 4 4 2

Focii S=(h,k +be) ={2,—3i%{§JJ=[2,—3i§]

2 2
Length of latusrectum = 2% _21/2) 3

1/3 2

Equation of directrices is y = kel y=-3+t— — y+3=42/3J13
e

- J_ /
2. Problem: Find the equation of the hyperbola referred to its transverse and conjugate

axes x—,y —axes respectively with latusrectum of length 4 and distance between foci

243.

208



2

Solution: Given length of latusrectumis 4 i.e., 2b” _ 4=Db’=2a....()
a

distance between foci is i.e.,2ae = 2/3 = ae=+/3

2 2
We have eccentricity e = 1+b_2 —e’=1-— =a’e’=a’+b’ = (V3)?=a’+2a
a a

—=a’+2a-3=0=a=-3,a=1
Since aneed not be negative, therefore a =1.

From equation (1), =>b*=2.1=b*>=2

2 2

The required equation of hyperbola is XT—y? =1

3. Problem: If the length of the transverse axis of a hyperbola is equal to the length of its
conjugate axis then find the eccentricity of the hyperbola.
Solution: Length of the transverse axis of a hyperbola in standard form is 2a

Length of the conjugate axis of a hyperbola in standard form is 2b.

Given length of the transverse axis of a hyperbola is equal to the length of its conjugate
axis

ie,2a=2b=a=>b

2 2
We have eccentricity e = f1+b_2 —e= 1+E_2 —e=1+1=e=+2
a

4. Problem: If the length of the transverse axis of a hyperbola is twice the length of its
conjugate axis then find the eccentricity of the hyperbola.
Solution: Length of the transverse axis of a hyperbola in standard form is 2a

Length of the conjugate axis of a hyperbola in standard form is 2b.
Given length of the transverse axis of a hyperbola is twice the length of its conjugate axis

ie,2a=2(2b) =>a=2b

2 2
We have eccentricity e = f1+b_ —e= 1+b_2 =e= /1+1 —e= A+l
a’ (2b) 4 \/ 4
:e:ﬁ Le_Y5
4 2
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(x=h)* _(y-k)*

5. Problem: Find the equation of hyperbola in the form 2
a

=1, given the
following data
(i) centre (—1,2), one end of transverse axis is (5,2),e = 2.

(ii) centre (1,3), e:g, semi- transverse axis is 4.

(iii) centre (2,1), e =2, length of latusrectum is 4.

(iv) centre (-3,1), one end of major axis is (—1,1) and passes through (-3,0).

(x=h? _(y-k)* _,

Solution: Let the required equation of hyperbola be > 2
a

(i) Given centre of the hyperbolais (h,k)=(-1,2) =>h=-1k=2.
One end of transverse axis is (h+a,k)=(5,2) =>h+a=5=-1+a=5=a=6.

Also given that eccentricity e = 2.

2 2
We have eccentricity e = 1+b_2 — g2 :1+b_2 —a’e’*=a’+b*=b*=a%"-a’
a a

—=b? =62(2)° —6? =144-36 =108

2 2
Hence the required equation of hyperbola is (X;6l) _y=2) =1

108
(ii) Given centre of the hyperbolais (h,k)=(13) = h=1k=3.

Semi transverse axis is a=4.
] . . 3
Also given that eccentricity e = >

2 2
We have eccentricity e = 1+b_2 = g2 =1+b_2 = a’e’*=a’+b* =>b*=a%’-a’
a a

2
o p? =42 (g) 4 =16(%)—16=36—16= 20

Hence the required equation of hyperbola is

(x-1° (y-3°
16 20

(iii) Given centre of the hyperbolais (h,k)=(2,1) = h=2,k=1.
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2
—4="b*=2a

length of latusrectum is 4 je., 2b
a
Also given that eccentricity e = 2.

2 2
We have eccentricity e = 1+b_2 = g2 =1+|O_2 —a’e’=a’+b*=b*=a%’-a’
a a

=b’=a’(e*-1) =b’=a’(2°-1) = b*=3a’ :>2a=3a2:>a=§

b = 2a = b? =2(3j ~pr =2
3 3
2 2
Hence the required equation of hyperbola is x=2) (=" 4

4/9 4/3
=9(x—2)*-3(y-1)*=4

(iv) Given centre of the hyperbolais (h,k)=(-3,1) = h=-3,k=1.

One end of transverse axis is (h+a,k)=(-11) =>h+a=-1=>-3+a=-1=a=2.

The equation of hyperbola is

(+3°_(y-D° _,
4 b?

Since it passes through (-7,0), we have

(743" O ;16 1 4, 0 1 el
4 b 4 b b 3

Hence the required equation of hyperbola is

(x+3)* (y-1° 1
4 1/3
= (x+3)*-12(y-1)* =4

6. Problem: Find the equation of hyperbola whose focus is (2,1), eccentricity %and

directrix 2x—y+3=0.

Solution: Let P (x,y) be any point on the locus.

Given focus S=(2,1), eccentricity e = 3 and the equation of directrix is

M=2x-y+3=0.
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The equation of hyperbola having focus (x,,y,), eccentricity e and the directrix

ax+by+c=0is (azﬁtbz)[(x—xl)zJr(y—yl)z]zez(axvtbyﬁLc)2

The equation of hyperbola having focus S=(2,1), eccentricity ezgand the directrix
Mz2x—y+3:0is(22+(—1)2)[(x—2)2+(y—1ﬂ=[%)2(2x_y+3)2

= 45 X* —Ax+4+y* -2y +1]=16[ 4" +y* +9—4xy +12x—6Y |

— 45x2 —180x + 45y? —90y + 225 = 64 +16Yy? +144 — 64Xy +192X — 96

= 19x* —29y* —64xy +372x — 6y —81 = 0which is the required equation of hyperbola

7. Problem: Find the equations of the tangent and normal to the hyperbola
3x* —4y* =17at (1,2).

Solution: The given equation of the hyperbola is S=3x*-4y* =17....(I)
Let P(1,2) be any point on the hyperbola
Equation of tangent at P(x,, y, )to the hyperbola S=0is S, =0
l.e., 3xx, —4yy, -17=0 = 3x.1-4y.2-17=0
= 3x—8y—-17=0....(II)
Since equation of normal is perpendicular to the tangent and passing through P(Z, 2)
equation of the normal is 8(x-1)+3(y—2)=0
=8x+3y-14=0

8. Problem: Find the equations of the tangent and normal to the hyperbola
x* —4y*-8x—6y+1=0at (-11).

Solution: The given equation of the hyperbolais S=x*—-4y?-8x—6y+1=0....(1)
Let P(-1,1) be any point on the hyperbola

Equation of tangent at P(x,, y, )to the hyperbola S=0is S, =0

e, xXx —4yy, —4(X+x)-3(y+Vy,)+1=0 = x(-1) -4y.1-4(x-1)-3(y+1)+1=0

=5x+7y—-2=0...(II
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Since equation of normal is perpendicular to the tangent and passing through P(-1,1)
equation of the normal is 7(x+1)—5(y-1)=0
= 7x-5y+12=0

9. Problem: Find the value of k if the line 2x—y+k =01is a tangent to the hyperbola
x> —2y* =5,

2 2
Solution: The given equation of the hyperbola is S=x*-2y* =5 = XE_ 53; 5 =1...(1)
The given line equation is 2x—y+k =0....(I1)

X2 y2
The condition that the linelx+my +n=0 is atangent to the hyperbola — —=-=1.

a~ b

is n?=a’%l?-b’m°.

We have a®>=5,b>=5/2,1=2,m=-1n=Kk
k2=5.22—§(—1)2 :>k2:20—§:>k2:§:>k:i,/§
2 2 2 2

10. Problem: Find the equations of the tangent to the hyperbola x* —3y? =4 which are

(i) parallel to the line 2x+3y+5=0and (ii) perpendicular to the line 3x+2y+4=0.

2 2
Solution: The given equation of the hyperbolais S=x*-3y*=4= %_ﬁ =1...(1)

(i) The given line equation is 2x+3y+5=0....(I1)
The equation of a line parallel to the line (I1) is x+3y-+k=0....(1l1)
Since the line (111) is a tangent to the hyperbola (1) .

We have k? :4.22—%.32 —=k?=16-12 =2 k?*=4 =k =42

. The equation of the tangent to the hyperbola x* —3y? =4 which is parallel to the line
2x+3y+5=01is 2x+3y+2=0

(ii) The equation of a line perpendicular to the line 3x+2y+4=0 is
2x-3y+k =0...(IV)

Since the line (1V) is a tangent to the hyperbola (1) .
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We have k*=4.2? —%.(—3)2 =k?=16-12=k’=4=k=42

. The equation of the tangent to the hyperbola x> —3y? =4 which is perpendicular to the
line 3x+2y+4=01is 2x-3y+2=0

11. Problem: Show that the angle between the asymptotes of a standard hyperbola is

2tan™ (QJ or 2sec™ (e).

a

Solution: The asymptotes of a standard hyperbola are y =+—x

o | T

ie.,y= Ex, y :—Ex....(l)
a a

If @be the angle between the lines i.e., y =mX,y =m,xthen @ =tan™ (ﬂj

1+mm,
(bj _ (_bj 2b
a ) | —tant| —&_| =2tan? (Ej

vrevarey e —7
L)
a a a’
(b M b . b’ .
We have #=2tan""| — |=2sec™|,[1+| = | |=2sec™|,[1+= |=2sec™(e)
a a a

Exercise 10(a)

ie,f=tan?

1. Define rectangular hyperbola and find its eccentricity.
2. If eand e’ are the eccentricities of a hyperbola and its conjugate hyperbola, then prove

1 1
that 7 + o7 =1.
3. One focus of a hyperbola is located at the point (1,—3) and the corresponding directrix

is the line y = 2. Find the equation of the hyperbola if its eccentricity is g

4. Find the equations of the hyperbola whose foci are (5,0),(-5,0) the transverse axis is

of length 8.

5. Find the equation of the hyperbola, whose asymptotes are the straight lines
X+2y+3=0, 3x+4y+5=0and passing through the point (1,-1).

6. If 3x—4y+k =0is atangent to x*—4y” =5, find the value of k.
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7. If the eccentricity of the hyperbola is g then find eccentricity of the conjugate

hyperbola.
8. Find the equation of the hyperbola whose asymptotes are 3x = +5y and the vertices are

(5,0),(-5,0).
9. If the angle between the asymptotes is 30° then find its eccentricity.
10. Find the centre, eccentricity, coordinates of foci, Length of latusrectum and equations
of directrices of the following hyperbolas:
(i) 16y® —9x* =144 (i) x* —4y? = 4 (iii) 9x* —16y> =144
(iv)5x° —4y® + 20x +8y =4 (V) 9x* —16y* + 72x—32y-16=0
(vi) 4x* —9y* —8x—32 =0 (vii) 4(y+3)*-9(x—-2)* =1
11. Find the equations of the tangents to the hyperbola x* —4y* = 4 which are
(i) parallel (ii) perpendicular to the line x+ 2y = 0.
12. Find the equations of the tangents to the hyperbola 3x* —4y* =12 which are
(i) parallel (ii) perpendicular to the liney =x-7.

13. Find the equations of the tangents to the hyperbola 2x* —3y* = 6through (-2,1).

Key concepts
1. A conic with eccentricity greater than unity is called a hyperbola. Hence hyperbola is
the locus of a point whose distances from a fixed point and a fixed straight line are in
constant ratio e, which is greater than unity. The fixed point is called the focus and the

fixed line is called the directrix of the hyperbola.

2. Let S(x,,y,) be the focus, e be the eccentricity and the directrix be ax+by +c =0.
The equation of the hyperbola is (a” +b2)[(x— x ) +(y— yl)z} =e’(ax+by+c)” and

the equation of the axis of the above hyperbolais b(x—x,)—a(y—y,)=0.

2 2
3. The equation of hyperbola in standard form is X—2+§ =1. For the hyperbola
a

x> y? : o a .
P =1the focus is S = (ae,0), directrix is x=— and axisis y=0.
e

QD

The point A =(0,0) is called the vertex of the hyperbola.

4. The line joining two points of a hyperbola is called a chord of hyperbola.

5. A chord passing through focus is called a focal chord.
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6. A chord through a point P on the hyperbola, which is perpendicular to the axis of the
hyperbola, is called the double ordinate of the point P.
7. The double ordinate passing though the focus is called the focus is called the

latusrectum of the hyperbola.

2b?

a

=1is

2 2
Y
2

8. The length of the latusrectum of the hyperbola X—Z— b
a

2 2
9. (i) If the equation of hyperbola is of the form X—2—§ =1, then Eccentricity is
a

2
e= 1/1+b—2, Centre C=(0,0), vertices are A =(a,0), A’ =(-a,0) Focii are
a

S=(ae,0),S = (—ae,0) Equation of directrices are x = J_rg, Length of transverse axis is
e

AA’ =2a and length of conjugate axis is BB'=2b

2 2

(ii) If the equation of hyperbola is of the form % —Z—Z = -1, then Eccentricity is

2
e= 1/1+a—2, Centre C=(0,0), vertices are B =(0,b),B’=(0,—b) Focii are
b

S=(0,be),S’ = (0,—be) Equation of directrices are y = ig, Length of transverse axis is
e

BB’ =2b and length of conjugate axis is AA'=2a

(x=h)’* _(y-k)*

o2 =1, then Eccentricity
a

(iii) If the equation of hyperbola is of the form

2
ise:‘/1+b—2, Centre C=(h,k), verticesare A=(h+a,k),A’=(h—a,k) Focii are
a

S=(h+ae,k),S = (h-ae, k) Equation of directrices are x=h ig, Length of transverse
e

axis is AA’ =2a and length of conjugate axis is BB'=2b

2 2
) Ul -

(iv) If the equation of hyperbola is of the form " 2

2
Eccentricity isez‘/1+z—2, Centre C = (h,k), verticesare B = (h,k +b),B’ = (h,k —b)

Focii are S=(h,k +be),S" = (h,k —be) Equation of directrices are y =k iE, Length of
e

transverse axis is BB'=2b and length of conjugate axis is AA'=2a
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10. The circle described on the major axis of a hyperbola as diameter is called auxiliary
2 2

circle of the hyperbola. The equation of the auxiliary circle of the hyperbola x_z_y_ =1
a

b2
is x> +y*=a’.
11.The distance of a point on the hyperbola from its focus is called the focal distance of
the point.

12. The following notation will be adapted.

(1) SE—Z—y——l (i) S, =—X1—&—1 (i) S, Eﬁ—M—l (iv) S, :—z—z—lz—l
X2 y2
where (x;,y,) and(x,,y,) are the points in the plane of the hyperbola g—b—2=l.

13. The condition that the point P lies outside, on or inside the hyperbola

S=—-=-1=0 accordingas S, >=<0.

14. The condition for a straight line y =mx-+cto be a tangent to the hyperbola

yZ
—=1is c? =a’m? -b?

X2

a_2

15. The condition for a straight line Ix+my +n = 0to be a tangent to the hyperbola

x°y
a2 b?

2 2

=1is n> =a%l?-b’m?

16. Two tangents can be drawn from an external point (xl,yl) to the hyperbola

2

X2y
PrAIIRE

Q

17. The equation of the chord joining two points (x,Y;) and (X,,y,) on S=0is
S +S,=S,.

18. The equation of tangent at (x1 yl) to the hyperbola S=0is S, =0 or the equation of

2 2
the tangent to the hyperbola S= ;__E,/__l 0, at (x1 yl)ls S, =ﬁ—&—1=0
a’

2

2 2

19. The equation of normal at (x1 yl) on the hyperbola S= %—g——l= 0,is

2

a’x b’y

+
AT A1

=a’+b?.
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20.1f in a hyperbola the length of transverse axis (2a) is equal to the length of conjugate
axis (2b), the hyperbola is called the rectangular hyperbola.

2

2
21.The equation of the rectangular hyperbola of the hyperbola % —% =11is
X —y°=a’.
21.The eccentricity of a rectangular hyperbola is +/2.

Answers
Exercise 10(a)

1.2 3.4x* -5y’ -8x+60y+4=0 4 9x* -16y* =144

5. 3x* +10xy +8y* +14x+ 22y +7=0 6. k=15 7. g 8. 9x* —25y* =225

9. V6 -2
10. (i) centre:(0,0), eccentricity:5/3, focii:(0,£5), length of latusrectum: 32/3,
eq.of directrices:5y+9=0

(i) centre:(0,0), eccentricity:~/5 / 2, focii:(ir\/g,o), length of latusrectum: 1,
eq.of directrices:\/5x + 4 =0

(iii) centre:(0,0), eccentricity:5/4, focii:(+5,0), length of latusrectum: 9/ 2,
eq.of directrices:5x+16=0

(iv) centre:(—2,1), eccentricity:3/2, focii:(1,1),(-5,1) length of latusrectum:5,
eq.of directrices:3x+2=0,3x+10=0

(v) centre:(—4,-1), eccentricity:5/4, focii:(1,-1),(-9,-1) length of latusrectum:9/ 2,
eq.of directrices:5x+4=0,5x+36=0

(vi) centre:(,0), eccentricity:/13/3, focii:(li \/1_30) length of latusrectum: 8/3,
eq.of directrices:x =1+ (9/+/13)

(vii) centre:(2,-3), eccentricity:+/13/3, focii:(Z,—Bi(Jl_3/6)),
length of latusrectum: 4/9, eq.of directrices:y =—-3+(3/ 2\/1_3)

11. (i) no parallel tangents (ii) 2x—y++/15 =0.

12. (i) y=x+1(ii) x+y=41 13. x+y+1=0,3x+y+5=0
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11. INDEFINITE INTEGRATION

Introduction:

We have learnt the concept of differentiation in the first year of the intermediate
course. If a function f is differentiable in an interval I, i.e., the derivative of f namely

f"exists at each point of I,then the following question arises naturally: “given f’on I,
can we determine f? . In this chapter, we answer this question by introducing the

concept of integration as the inverse process of differentiation. Also we discuss standard
forms and properties of integrals.
Throughout this chapter, R denotes the set of all real numbers and |,an interval in

R. Unless otherwise stated, all the functions consider here are real valued functions
defined over subsets of R.

11.1 Definitionof Integration:

We begin with the definition of an indefinite integral of a function and then state the
standard forms of integrals for certain functions.

11.1.1 Definition: Let E be a subset of R such that E contains a right or left
neighbourhood of each of its points and let f : E — R be a function. If there is a function
F on Esuchthat F'(x)= f(x)forall xe E, then we call F an anti-derivative of f or
a primitive of f

For example, we know that di(sin X) =cosx,x € R. Hence, if f is a function
X
given by f(x)=cosx,x € R, then the function F given by F(x)=sinx,x e R,is an anti-

derivative of f ora primitive of f

11.1.2 Definition: Let f:l1 — R. Suppose that f has an anti-derivative F on 1.Then
we say that f has an integral on I for any real number c, we call F +cis an indefinite

integral of f over I, denote it by I f (x)dx and read it as integral f (x)dx. Thus we have

[ f()dx=F(x)+c.Here cis called a ‘constant of integration”.
In the indefinite integral J.f(x)dx,f is called the ‘integrand’ and x is called the
‘variable of integration’.

11.2 Integration of different types of functions:
In this section we discuss the integration for different functions

11.2.1 Standard forms: In the | year intermediate course, we have studied the

derivatives of some functions. With this background, let us obtain indefinite integrals of
some functions.
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[EEN

N

w

SN

(62}

(3]

~

oo

(o]

1

(@)

11

12

13.

14

15

16

17

n+l

Jx”dx: X

+c,n=-1
n+1

.[ldx=log|x|+c
X

J'%dx=\/§+c

Iexdx:eX +cC
Iaxdx:aX loga+c
Isin XdX = —COS X +C

Icos xdx =sinx+c

_[secz (ax +b)dx = 1 tan(ax +b) +c
a

_[cosecz (ax +b)dx = —Ecot(ax +b)+c
a

: Isec(ax +b) tan(ax +b)dx = isec(ax +b)+c

: _[cosec(ax +b) cot(ax +b)dx = 1 cosec(ax+b)+c
a

1 . _
: I dx =sin"' x+c (or) —cos™ x+c¢

1-x°

-‘-1 ~dx =tan™" x+c (or) —cot™ x+c
+X

1
: J'4dx =sec™ x+c (or) —cosec
|X|+/x* -1

. jsinh Xdx =cosh X +c
. Icosh xdx =sinh X +¢

. Isech2 xdx = tanh X +¢

Tx+c
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18. Icosec h2xdx = — coth X+ ¢
19, Isech x tanh xdx = —sech X +¢

20. Icosec hx coth xdx = —cosechx+c

21. J.de =sinh*x+c

1+ X3

22.j 1 dx=cosh™ x+c¢

N G

1 _ _
23. jl_xzdx=tanh 'x+c (or)cot™ x+c

We shall now write the algebraic properties of the definite integrals. We state with
out proof, Theorem 11.2.2 and 11.2.3 which will be discussed in the subsequent
development of theory and in solving problems.

11.2.2 Theorem: If the functions f and g have integrals on I,then f + g has an integral

on | and I(f + g)(x)dx:j f(x)dx+jg(x)dx+c,where cis a constant.

11.2.3 Theorem: If f has an integral on | and a is a real number then, af also has an

integral on | and j(af)(x)dx = aj f (xX)dx +c, where c is a constant.

11.2.4 Remark: From Theorems 11.2.2 and 11.2.3, we can easily write the following
statements in which cis a constant.

(i) If fand g have integrals on I,then f —g has an integral on | and

[(f —g)(xpdx = [ £ (x)dx— [ g(x)ax +c.

(ii) If f, f,, f,,...f, haveintegralson I,then f, + f, + f, +...4 f, has an integral on 1
and [(f,+ f,+ fy+...+ £)(9dx = [ £,()dx+ [ £,0ax+ [ £,00dx-+...+ [ f,(x)dx+c.

(ii) If f, f,, f,,...f haveintegralson I and k;,k,, k;,..K, are constants, then
kK f,+k,f,+k, f;+...+k, f, hasanintegral on I and

j(kl f+k, T, +k fy+..+k, T, )(x)dx
=k, [ £,00dx+K, [ ,0dx+k, [ £5(x)dx+..+k, [ f,()dx+c.

11.2.5 Solved Problems:

221



1. Problem: Evaluate J'(ex—sin X+ x*)dx
Solution: Let I:I(ex —sin x+x*)dx
:fexdx—jsin xdx+_[x4dx

4+1

+1

X X
=€ —(—COoSX)+
(~cosx)+

X XS
=€ +COSX+E+C

2. Problem: Evaluate J'(l—eX +x)dx
X

Solution: Let I=I(£—ex+x4)dx
X

= I%dx—jexdx+jx4dx

4+1

+1

X
=logx—e* +
4

5
X
=Iogx—ex+€+c

3. Problem: Evaluate I(i+7sec2 x+1)dx
X

2/x
Solution: Let |=J'(L+7sec2 x+£)dx
X

2%

j dx+7_|.sec xdx+.|.—dx

=\/§+7tan X+logx+c

4. Problem: Evaluate I(ex +2sin X+ )dx

Jl_x

)dx

Solution: Let | = I(ex +2sin X+
1-x°

_Ie dx+2_[sm xdx+6j.4dx

Vi-x*

=e* +2(—cosx)+6sin"x =e* —2cosx+6sin " x+c
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5. Problem: Evaluate J‘(x5 +5* +5x)dx
Solution: Let | :J'(x5 +5% +5x)dx
=jx5dx+_[5X dx+5j xdx

X5+1 5)( Xl+l XG 5)( 5X2
= + +5 =—+ +—++cC
5+1 logb 1+1 6 log5 2

6. Problem: Evaluate J'(x2 +%)dx

Solution: Let I=J‘(x2 +%)dx

= 'f x2dx + 'f X2dx

X2+1 X—2+1 X3 1

= + =———+4C
2+1 -2+1 3 X

2
7. Problem: Evaluate j(x+£) dx
X

2
Solution: Let |:I(x+£j dx =I(x2 +%+2)dx
X

= I x2dx + I X“2dx + Zj dx

2+1 —2+1 3

X X x> 1
= + +2X =———+2X+C
2+1 -2+1 3 X

8. Problem: Evaluate J'\/1+sin 2xdx

Solution: Let | =.|.\/1+sin 2xdx :J.\/cos2 X +5in? X + 2sin X cos xdx

= I\/(cosx+sin x)zdx :I(cosx+sin X)dx = Icos xdx+jsin xdx

=SiN X—COS X+C

9. Problem: Evaluate J.\/1+c052xdx
Solution: Let |=.[\/1+coszxdx :J'\/1+2coszx—1dx

=I\/2cos2 xdx = x/EJCOS xdx =+/2sinx+c
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10. Problem: Evaluate I /mdx
1+cos2x
_ _ _ =2
Solution- Let |=_[ fl costdX =I\/l (1 Zs;m x) _J- /Zsm X fsm X dx
1+cos2x 1+2cos” x-1 2cos? x cos? X

= I\/tanz xdx = Itan xdx = —log(cos x) + ¢

COS X — smx
11. Problem: Evaluate I
J1- sm2x
. COS X —Ssin X COS X —Sin x
Solution: Let | = [ ==———dx :J' dx
\1-sin2x \Jcos? X +sin? X — 2sin XCos X
_ [ Cosx—sinx J-cosx smx dx
COS X —Sin X

\/(cos X —sin x

=J'1dx=x+c

12. Problem: Evaluate 4dx
1+sinx

Solution: Let |=J' 1 dx :J' 1 1—S!nX _jl sinx
1+sinx 1+sinx /\1-sinx 1—sin? x

- IlcoSSInXX - .[ c0312 de __[ CS;:S Xde = ISGC xdx — _[sec x tan xdx

=fan x—secx+c

13. Problem: Evaluate j dx

1-cosx
Solution: Let I = [ 1w - 1 1+cosx dX=I1+COSZX )
1-cosx 1-cosx /\1+cosx 1—cos® x

B Il+ COS X
sin® x

cosx |
dx=J' J' X = Icosecz xdx+_[cosecxcotxdx
sin? x sin? x

=—COtX—CcosecXx+cC

1- costd

14. Problem: Evaluate I p—r
1+ X

1-cos2x 1—(1—25in2x) 2sin? X4 sin® x
oo™ =) x=] =]

Solution: Let I:J' . .
1+cos2x 1+2cos” X — 1 2 cos? x COS” X

dx

=Itan2 xdx :I(secz X —1) dx :J'sec2 xdx—fldx =tan X—X+cC
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1

15. Problem: Evaluate f—dx
sin® xcos” x
2 =2
. COS® X +Sin* x
Solution: Let | = 4d = | ——F———dx
sin? x cos? X sin’ xcos® X

_J- cos® x +J- sin® x dx J- 1 dx+j

sin? x cos? x sin? x cos? x sin? x cos? x
2 2
=Icosec xdx+'[sec xdx =—cot x+tan x+c¢
1
16. Problem: Evaluate Iﬁdx
Sin X cos” X
. cos? X +sin? x
Solution: Let I:J'— —I
sin X cos® X sin X cos? X
cos X sin? x 1 sin X
—J. I j - dx+j > dx
sin xcos? x sin x cos? x sin X Cos” X

= jcos ecxdx + I secxtan xdx = log(cosecx —cot X) +sec x+c¢

Exercise 11( a)

I Evaluate the following integrals:

()JX +2x+2

X (i) [ (* +3*+2)dx (iii) j (¢ +5"+5x)dx (iv) [ (" + 7" +11x)alx
(v) I(cos X —sin x)dx (vi) j.(sec2 x—e* +sin x)dx (vii) _[ (e +a*+ % +3)dx

(viii) j (4sec? x—2e* +3sin x)dx (ix) j (X + 4% +4x)dx (X) j (X° + 9% +9x)dx

(xi)j(x2 +2x-+3)dx (xii) [ (° +3cos x—2ydx (xiii) [ (x" _3 4 sinx)x
X X

(xiv)jsec2 X cosec’x dx (xv)j dx (xvi) J'4dx (xvu)j(x2 +2x+3)dx

sin x cos® X

sin® X cos X
1 . 1 1 .« fCOSX+Sin x
XViii) | ————dx (xix) | ———dx (xx) | (x+=)3dx (xxi) | ———=dx
( )Jl+cosx ( )Jl—sinx ( )I( x) ( )I J1+sin2x

(i) [ VI—sin 2xdx (xxiii) [ V1—cos 2xdx (xdv) [ /—ifgzgzdx (xv) | L1+C0s2X o

1-cos2x
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11.3 Integration of methods of substitution:

In this section, we reduce certain integrals to some standard forms by using a
suitable substitution. Here we discuss mainly the integration of algebraic, trigonometric
functions and simple forms of exponential functions and some functions which are
combination of these forms.

We state without proof, Theorem 11.3.1, 11.3.2 and 11.3.4 which will be discussed in

the subsequent development of theory and in solving problems.

11.3.1 Theorem: Let f :1 — R have an interval on | and F be a primitive of f on I.
Let Jbeaninterval in R and g:J — I be adifferentiable function. Then (f og)g’ has

an integral on J and I f(g(x))g'(X)dx = F(g(x))+c

ie., jf(g(x))g'(x)dx:[jf(t)dt} =Fae)+c

t=9(
11.3.2 Corollary: Let f:1 — R have an interval on | and F be a primitive of f on I.

Let a,be R with a=0. Then If(ax+b)dx:§F(ax+b)+cforaII x € J, where

J={xeR:ax+bel}and c isan integral constant.

11.3.3 Some important formulae:

The following formulae can be obtained by using some of the standard
integrals given in 11...... and corollary 11.3.2.

(ax+b)"*

+c,n=-1
n+1

1. [(ax+b)idx=2
a

. de=llog|ax+b|+c
ax+b a

N

w

1 1
———dx==+ax+b+c
J-2\/ax+b a

1
4. _[eax*bdx =—e¥*P ¢
a

o

1
j a™"dx=—a™"loga+c
m

[op}

: .[sin(ax+b)dx = —lcos(ax+ b)+c
a

~

: J'cos(ax +Db)dx = ésin(ax +b)+c
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8. '[secz (ax+b)dx = étan(ax +b)+c

9. J'cosec2 (ax+b)dx = —%cot(ax +b)+c

10. J'sec(ax +b) tan(ax + b)dx = ésec(ax +b)+c

11. jcosec(ax +b) cot(ax +b)dx = —%cosec(ax +b)+c

12. —dx—gsm (ax+b)+c(or)——cos '(ax+b)+c

J1-(ax+b)?

13. J';de :ltan’l(ax+b)+c (or) —lcot’l(ax+b)+c
1+ (ax+b) a a

1
14. =—sec '(ax+b)+c (or) —=cosec*(ax+b)+c
J.|ax+b|«/(ax+b) -1 a
15. | sinh(ax + b)dx = < cosh(ax +b) + ¢
a

16. [ cosh(ax+b)dx = isinh(ax+b) +C

17. [sech?(ax+b)dx = étanh(ax+b)+c

18. J'cosec h?(ax +b)dx = —icoth(ax +b)+c

19. J'sech(ax+ b) tanh(ax + b)dx = —isech(ax +b)+c

20. jcosec h(ax +b) coth(ax + b)dx = —icosec h(ax+b)+c

21. dx =sinh™*(ax+b)+c

1
I«/1+ (ax +b)?

22. dx = cosh™(ax+b) +c

1
I,/(ax+b)2—1
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23. J';de = ltanh‘l(ax+b) +C (or)lcot‘l(ax+ b)+c
1—(ax+Db) a a

Let us now write integrals of functions of particular form by using the method
of substitution.

11.3.4 Theorem: Let f :1 — R be a differentiable function. Then the following

statements are true.

(i) If f is never zeroon |l then fT has an integral on | and Idex: Iog|f(x)|+c on |

a+l
o)™ +Ca#-1
a+l

(i) J(f ) f/(x)ax =

(i) I ()dx 2 f(x)+c

(iv) If’(ax+b)dx:§ f(ax+b)+c,a=0

11.3.5 Solved Problems:

sm\/_
Ix

1. Problem: Evaluate I

Solution: Let | = f sin \/_

Ix

Put&:t:idhdt:idx:zdt

2% Jx

s =_fsint.2dt = ZIsintdt =2(—cost) =—2cost =—ZCOS\/;+C
CoS Iogx

2. Problem: Evaluate .[4)d

Solution: Let | = de

Putlogx=t:>£dx=dt
X

sl= _[costdt =sint =sin(log x) + ¢

228



1

3. Problem: Evaluate | ————x
x(log x)
Solution: Let |=I;4dx
x(log x)

Putlogx=t:>idx=dt
X

t —4+1 t -3 _ 1

.'.Iz.ft%dtzj'ﬁdt:

441 -3 3
1+logx)
4. Problem: Evaluate J‘wdx
X
5
Solution: Let Izjmdx
X

Put 1+Iogx=t:>1dx=dt
X

541 6 6
|:It5dt:t ZL:M+C
5+1 6 6

-1 ,\4
5. Problem: Evaluate j%x
1-x
-1 \4
Solution: Let |:1de

J1-x?

Put sintx=t= dx = dt

1—x?

o _(sin‘lx)5

.-.|=J’t4dt= -
4+1 5 5

+C

m tan~tx

6. Problem: Evaluate e—zdx
1+x

m tan~* x
e

Solution: Let I:I -
+X

dx

2

1
1+X

Put tan'x=t= dx = dt

2

mt mtan~tx

= femgr =& _€
..I_je‘dt—m_

+C
m
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sec’® X y
(L+tan x)°
sec? x
(1+ tan x)°

7. Problem: Evaluate j

Solution: Let | = _[

Put 1+tan x =t = sec® xdx = dt

) B 1 73 t73+1 t*Z B
..I_J't—Bdt _jt dt v i

-1

8. Problem: Evaluate J.2xsin(x2 +1) dx

Solution: Let | = j 2xsin(x? +1) dx
Put x*+1=t=> 2xdx =dt
o :jsintdt =—cost =—cos(x* +1)+cC

2x+1

9. Problem: Evaluate Iz—dx
X“+x+1
Solution: Let I=.[22X—+1dx
X“+x+1

Put x*+x+1=t= (2x+1)dx =dt
1 2
o =I¥dt =logt =log(x" +x+1)+cC

3x?

dx
x®+1

10. Problem: Evaluate j

3x? dx :j 3x?

Solution: Let |=J' 1 o X
X + x3)2 +

Put x® =t = 3x%dx =dt

s =Iizdt =tan't =tan""(x*) +c¢
1+t

X
11. Problem: Evaluate | ——dx
J.\/x“—l
Solution: Let | = de = ;dx
.[/X4_1 J‘ ’(XZ)Z_l

Put x> =t= 2xdx =dt = xdx=%dt
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.'.I=I ! Edtzlj' ! dt=lcosh*1tzicosh*l(x2)+c
2 2 2

t2-12 2 1
12. Problem: Evaluate J'(Xj—l)e "
cos*(xe*)
Solution: Let |:I(Xj—1)e
cos”(xe”)

Put xe* =t = (x+1)e*dx =dt

=L g

t :Isecztdt =tant = tan(xe*) +c
cos’ t

12x +22

13. Problem: Evaluate Iz— X
6X° +22x+1
Solution: Let I:j'lzzx—+22
6X°+22x+1

Put 6x*+22x+1=t= (12x+22)dx = dt
ol =I%dt =logt =log(6x* +22x+1)+c¢

14. Problem: Evaluate jsinz X dx

Solution: Let | :jsin2 X dx :I_l—CgSZX dX[':sinZ g— 1—C0529:l

2

:%(J'ldx—jcos 2X dx) :%[x— sin22x)+c

15. Problem: Evaluate J'sin3 X dx

sin®@

Solution: Let 1= [sin’ xax [ 2N XESMK .

_ 3sin@+sin 39}
4

:%(3Isin xdx+Jsin 3xdx) :%{3(_008 X)J{_ COZSXHJFC

1 COS 3X
:Z —3C0S X — +C

16. Problem: Evaluate jsin“ X dx

2
Solution: Let |:Isin4xdx =J(_1_0232Xj dx{:sinzﬁzl_cgszﬂ
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- iJ'(l— 2C0S 2X + COS> 2x)dx
4

=lj(1—2005 2X+MJdX['.‘ cos’ @ = M}
4 2 2
1

= gj(3—4c052x+cos4x)dx

:ﬂgx_“(smzzxj{smfxﬂ

:1 3x—23in2x+Sln4x +C
8 4

17. Problem: Evaluate J'sin 8x cos 3x dx

Solution: Let | =jsin 8xcos 3x dx

We have 2sin AcosB =sin(A + B)+sin(A -B)

= Sin AcosB = %(sin(A +B) +sin(A -B))
Now | =jsin 8xcos3xdx = %j(sin(8x+3x) +sin(8x —3x) ) dx
= %I(sin11x+sin 5x)dx = %(J'sinllx dx+Isin 5x dx)

1 Ccos11x CosS5x 1| cosllx cosbx
=_| - +| — =—= + +C
2 11 5 2 11 5

18. Problem: Evaluate _[cosstin 3xdx

Solution: Let | :jcosstin 3x dx

We have 2cosAsinB =sin(A+B)—-sin(A-B)

= COSASINB = %(sin(A +B) -sin(A-B))
Now | =Jc055xsin 3xdx = %I(sin(5x+3x) —sin(5x —3x) ) dx

=%j(sin 8x —sin 2x)dx =%(Isin 8xdx—jsin 2xdx)
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1 Ccos8x C0S2X 1| cos8x
=—||— o =—— —COS2X |+C
2 8 2 4 4

19. Problem: Evaluate jcos?xcostdx

Solution: Let | :jcos?xcos 2x dx

We have 2cosAcosB =cos(A+B)-+cos(A-B)

= COSACOSB = %(cos(A +B)+cos(A-B))
Now 1 =Icos 7XC0s2xdx = %j(cos(7x+ 2x) +cos(7x —2x) ) dx

:%j(c059x+c055x)dx = %(Jcostdx+_fcosSx dx)

1 [sin 9x sin SX}
=3 +c

— +
9 5
20. Problem: Evaluate J'sin 7xsin 3x dx

Solution: Let | =_[sin 7xsin3xdx

We have 2sin AsinB =cos(A—B)—-cos(A+B)

=sinAsinB = %(cos(A —B) —cos(A +B))
Now 1 :Isin 7xsin3xdx = %I(cos(?x—Bx) —c0s(7x+3x) ) dx

= %J'(cos 4x—cos10x)dx = %(Icos4x dx—_[colex dx)

1 [sin 4% sinle}
=3 - +cC

2l 4 10

21. Problem: Evaluate J.sin4 X c0s> x dx

Solution: Let | =_|'sin4 x cos® x dx =jsin4 X COS? X COS X dX =_|'sin4 X(1—sin? x) cos x dx
:I(sin4 X —sin® x) cos x dx

Put sin x =t = cos xdx = dt
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5 47 .
Now |=I(t4—t6)dt—t—_t_ sin®x  sin’ x
5 7 5 7

+C
22. Problem: Evaluate '|'sin3 xcos” x dx
Solution: Let | =_|'sin3 xcos”® x dx :jsinz xcos” xsin x dx :_[cos4 X(1—cos? x)sin x dx
:J'(cos4 X —c0s® X)sin x dx
Put cosx =t = —sin xdx = dt = sin xdx = —dt

t" t° cos’x cos’x
Now 1 =[(t" ~t°) (-dt) = [ (* ~t")dt == - == — :

+C

23. Problem: Evaluate J'sinz X €c0s° X dx

Solution: Let I:jsinzxcoszxdx =%J'4sin2xcoszxdx =%'|'(23in X cos x)? dx

=lj.(sin 2x)° dx =l_[sin2 2xdx :lj—l—COSZ(Zx) dx[-.-sin2 9:1—_(:0829}
4 4 4

2 2

=%(Ildx—_|'cos 4x dx) =%(x— sin44x]+c

t” t° cos’x cos’x
Now I =[(t*=t®) (=dt) = | (t® =t")dt=——— =
JE-) () =[ (- t)dt = - =—— -

+C

Exercise 11( b)

I Evaluate the following integrals:

. Jx .. csin(log x e 1 _¢(logx
(I)ICO\S/;de (||)I¥dx (|||)dex (|v)_|‘%d

sm tx e tan(sin™* x)

(vu)j—dx (viii)j4d

(v)J )dx()j N N

. r(costx)® 1 n” ) e
(|x)j 1% o (X)J.xlogxlog(log X) x (X )-[ T X (X")'[
(xiii) [ %x (xiv) [ 2xe* dx o) | %dx (xvi) | %x

Il Evaluate the following integrals:
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(i)_[cos2xdx (ii)J.cos3xdx (iii)jcos4xdx ()Ism |ng

111 Evaluate the following integrals:

(i)J.sin6xc052xdx (ii)jsin?xcosSxdx (iii)jsin?xcos3xdx (iv)jcos?xsiandx
(v) Isin 2X €0s 3x dx (vi)jcosBxcostdx (vii)'fsin5xc052xdx (viii)jsinchosxdx

(ix)jcostcosxdx (x)jsin?xcostdx

IV Evaluate the following integrals:

(i)_[sin6 X c0s® X dx (ii)j'sin3 x cos™® x dx (iii)jsin3 x cos® x dx (iv)_[sin3 x cos® X dx
(v) jsins xcos® x dx (vi)J'sin2 xcos® x dx

11.3.6 Evaluation of integrals of algebraic functions of special forms:

In the following integrals, a is a positive real number. Let us know that

1.'|' D oax=LttanXic

x* +a’ a a
1 1 X—a
2. dx =—log|——|+c¢c
J‘xz—az 2a gx+a
1 1 a+X
3. | ——dx=—Ilog|—=|+cC
J‘az—xz 2a ga—x

dx =sinh l—+c

Shrars

o1

dx = cosh l—+c

Tt

1 X
dx=sin*=+c

(o}

Jeu
2
. J'\/x2 +a’ dx=§\/x2 +a? +a?sinh’1§+c

BN |

2
8. j\/xz —a’ dx=§\/x2 —a? —%cosh‘l§+c

a

(o]

2
N a? . X
. J'\/az—x2 dx:E\/az—x2 +?sm Z4c
a
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11.3.7 Solved Problems:

1. Problem: Evaluate the following integrals

(a) [

X" +4

1

dx (b)jx2_4dx (c)j4_x2 dx

(d)j—\/leﬁdx (e)jﬁdx (f)ui_xzdx
g).[\/x2+4dx (h)J.\/de (i)jmdx

Solution:

(a) Let IZ-[x21+4dX =Iﬁdxzétan‘lg+c [J' - 1 . dx=1tan‘1§+cJ

(b) Let |=j

1
e d —j—xz_zzdx

dx =sinh l—+c {J' dx=sinh15+c}

(d)Letlzj\/% fﬁ

Letl_J.\/_dx j\/i
=cosh™ ( j { J\/idx cosh™ ( j+c}
(f)Letl_jmdxﬂ'\/T
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=sin~ [ j { j\/idx sin”~ (Xj+c}
2
) Let I=I\/x2+4dx=j\/x2+22 dx=g\/x2+22 +2?sinh‘lg+c

2
{.-I\/xz +a? dx:gxlx2 +a’ +%sinh‘1§+c}
Z x2+4+23inh‘1§+c
Let 1=|/x?—4dx =|Vx?—22 dx_— X% — 2—2—cosh X
{.-J\/xz —a’ dx:g\/x2 -a’ —a—;cosh‘1§+c}
=§\/x2—4—2cosh‘l§+c
2
(i) Let 1 =J'\/4—x2 dx :j\/22 —x% dx =§\/22 —x? +2?sin‘l§+c
{.’J\/az —x? dx=§\/a2 —x? +a725in1§+c}

X X
==4-x*+2sin 1E+C

2. Problem: Evaluate the following integrals
1 1 1
(a)I2x2+6dX (b)-[2x2—6dx (C)I6—2x2 dx

1 1 1
(d)fmdx (e)_[—mdx (1) -~ dx
g)j\/2x2+6dx (h)j\/2x2—6dx (i)j\/6—2x2 dx

Solution:

1 1 1
let l=[—dx ==~
(a) Let I —[2x2+6dx 2IXZ+(\/§)2dx

L X e [-.-j%dletan‘li+c}
2\ 3 J3 X2 +a a a
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X
—tan ' 2 4c

23 B

(b) Let 1= [ ox :%fﬁdx
et il
=4\1/§Iog(§;£J+c

(© Lot 1= (g% =3[ e

1(23‘ (ﬁ+xﬁ+c {,J‘ﬁﬁ:zialog(g}rc}

o 5.0
4f 3
1 1 1
(d)LetI:Imdx=$J‘de
\/1§smh { j\/idx S|nh1—+c}
1 1 1
() Letlzjmdx=ﬁjmdx
:%cosh ( j { I\/idx cosh™ (X]+c}
() Let 1= [ dx = [———dx
\J6—2x° V27 (B =%

:%SinL j [ J'\/idx sin” (X)jtc}
g) Let Izj\/ﬁdx:\/ﬁjmdx
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_ X [2 2 (\/§)2 in-1 X
—\/5[2 x+(J§ + > sinh ﬁj+c

2
{:J\/xz +a? dx=§\/x2 +a? +%sinhl§+c}
a

X
:\/_\/m+\/_smh \/_

h) Let I =j\/2x2 —6dx =\/§Nx2 —(\/3)? dx

zﬁ[gxlxz —(3)? —(\/_Ts)zcosh‘lil+c = 2 X "3 cosht e

Ne

2 Z°" 7

2
{:J‘\/xz —a? dx:g\/x2 —a? —%cosh‘1§+c}

(i) Let 1=[v6—2x* dx =v2[/(+/3) - x* dx
X 2 2 (\/5)2 o X
:\/E{?/(\@) =X sin ﬁ}rc

2
{.-.[\/az —Xx? dx:gxla2 —x? +%sin‘1§+c}

X 3 . 4 X
= —3-x* +—=sin" =+c

2 NN

Exercise 11( c)
I Evaluate the following integrals:

1 1
) (a)jx2+9dx (b)IXZ_gdx

1 1
(d)jmdx (e)jﬁdx
g)jdx2+9dx (h)j\/x2—9dx
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1 1 1
) (a)j x* +16 o (b)-[ x> —16 dx (C)-[16—x2 dx

(d)‘[ \/x21+16 & (e)J‘ \/x21—16 & (f )'[ \/161— X &
(9) [V +16 dx (h) [vx*-16 dx (i) [ V16 - x* dx

1

@ (a) [ 5z O (b) [ 5z % (©)f 55z X
1 1 1
(d)'[\/x2+25 & (e)'[\/xz—ZS & (f)j 25— % o
(g)I\/x2+25dx (h)j\/x2—25dx (i)_[\/25—x2 dx
* (a)jxise‘ o (b)szi% o (C)Isaixz o
1 1 1
(d)jx/xuse & (e)j\/xz—se & (f”\/se—xz &
(9) [x*+36 dx (h) [~/x* -36 dx (i) [ V36— x° dx
©) () - ox (b) 5 dx (0)f 50
1 1 1
(d)f ,_X2+8dx (e)] —— dx (1) — dx
(9) [x* +8dx (h) [V/x* 8 dx (i) [ VB dx
1 1 1
(6)(a)_[7(Tl)z+1dx (b)jmdx (c)jmdx

1 1
N e Vs ey
(9)[7(er2) +1o ()] 7 (x+1)" 10 (i) [ 1= 7(x+1)" dx

11.3.8 Integration by parts:

In this section we discuss the integration of exponential, logarithmic and inverse
trigonometric functions and some functions obtained as combination of these.

11.3.9 Theorem: Let u and v be real valued differentiable functions on | such that u'v
has an integrable on | then uv' has integrable on | and

'fu(x)v’(x)dx =u(X)v(x) —J.u'(x)v(x)dx +C where c is a constant.

11.3.10 Note: For a given differentiable function f on I

'fex [ f(x)+ f'(x)]dx=e*f(x)+cwhere ¢ is a constant.
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11.3.11 Solved Problems:

1. Problem: Evaluate the following integrals:
(a)f xe* dx(b)szeX dx(c)jx3eX dx

Solution: (a) Let |=J'xeX dx
We have _[f(x)g(x)dx: f(x)jg(x)dx—j(%(f(x))jg(x))dx

I :J.xeX dx = xj'exdx —j[% (x)jexdx)dx
= xe* —jl.exdx =xe"—-e"=e*(x-1)+c

(b) Let 1 =Ix2eX dx
We have j f(x)g(x)dx = f (x) j g(x)dx — j (%(f (X)) j g(x)}ix

I :I x’e* dx = xzjexdx —I(% (xz)jexdx}jx

= x%e* —Ierde = x%e* — 2-[ xe*dx = x’e* —2e* (x—1) [ from (a)]
—e*(xX*—2x+2)+c

(c) Let 1=[x% dx
We have j f (X)g(x)dx = f(x)jg(x)dx—j(%(f (x))jg(x))dx
I =_[ x*e* dx = x3jexdx —I[% (xa)jexdx}x

= x%* —j3x2exdx = x%* —3[ x’e*dx = x’e* —3e*(x* —2x+2)[ . from (b)]
=e*(x*=3x* +6Xx—6)+cC

2. Problem: Evaluate sze3X dx

Solution: Let |:Ix2e3x dx
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We have j f(x)g(x)dx = f (x) j g(x)dx — j (%(f (X)) j g(x)}ix

3x

I:Ix2 e dx =X IeSde J'(—(x )Iesxdx}jx =X ——IZX
= x? e;X —% j xe¥dx = x? e;X —% _xj e3*dx — j (%(x)je"’xdxjdx}

3. Problem: Evaluate the following integrals:

a)jlog xdx(b)jxlog xdx(c)_fx” log x dx

Solution: (a) Let I:jlog x dx :jlog x.1dx

We have j f(x)g(x)dx = f (x) j g(x)dx — j (%(f (X)) j g(x)}ix

I = [log xdx = log ledx—j[%(log x)jldx)dx

= log x.x—_[i.xdx =xlog x—jldx =xlogx—x =x(logx—-1)+c
X
(b) Let 1= xlogxdx

We have j f (X)g(x)dx = f(x)jg(x)dx—j(%(f (x))jg(x)jdx

| :leog xdx =log xjxdx—j(%(log x)_[xdx}ix

2
= log x. ——_[— —dx _—Iog x——J.xdx _—Iogx

2{o03)
=—/| logx—=|+cC
2 2

(c) Let I =[x"logxdx

l\)ll—‘

x
2
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We have j f(x)g(x)dx = f (x) j g(x)dx — j (%(f (X)) j g(x)jdx

I :I x" log xdx = log XI x"dx —I(% (log X)Ix”dxjdx

Xn+l 1 Xn+1 Xn+1 l . Xn+l 1 Xn+l
-|=. dx = Iogx——jx dx = logx ———.
n+1 X n+1 n+1 n+1 n+1 n+l1 n+1

= log x.

Atan > —3
X ogx Ao o2 222) 2 ) T2
n+1 n+1 2\J7 J7 )7 J7
4. Problem: Evaluate Ixsin 2xdx

Solution: Let |:Ixsin2xdx
We have jf(x)g(x)dx: f(x)jg(x)dx—j(%(f(x))jg(x))dx

I =I Xsin2xdx = xjsin 2xdx —I[%(x)jsin 2xdx%x

. —C0S 2X _J-l —C0S 2X dX:—xcosszrijcoszde

—XC0s2X 1 sin2x —Xcos2x sin2X
= +=. = + +C
2 2 2 2 4

5. Problem: Evaluate the following integrals:

(a)_[sin‘l xdx (b)jtan‘1 xdx (c)J' xcos™ xdx (d )_[ x cot™ xdx

Solution: (a) Let I:jsin‘lx dx :jsin‘1 x.1dx
We have j f (X)g(x)dx = f(x)jg(x)dx—j(%(f (x))jg(x)}ix

I = [sin™ xdx =sin™* ledx—j(%(sinl x)jldx}ix

1
1—x?

=sin* x.x—j .xdx:xsin‘lx—j

L dX
J1-x2
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~Putl—x? =t? = —2xdx = 2tdt = xdx = —tdt

=xsin x—(—/1-x?) —tdt tdt 2
j — dx —j —jT=—jdt=—t=—\/1—x

=xsintx+41-x%+c¢

(b) Let I=[tan™ x dx = [tan™ x.1dx

We have j f (X)g(x)dx = f(x)jg(x)dx—j(%(f (x))jg(x)jdx

I :J'tan‘1 xdx =tan™ xj‘ldx—_[(% (tan™ x)jldxjdx

B X
Xdx = xtan™ x— dx

=tan' x.x— _[
1+ x? 1+x

~Putl+ x* =t = 2xdx = dt = xdx = %tdt

=xtan1x—%log(1+ x%) 11 ot 1
dx = ——dt=— Io t== Io 1+ x?
=[Tdt=2 =3l g(L+x?)

J.1+x
= xtan™ x—%log(1+ x?)+c

(c) Let I=[xcos™ x dx

We have j f (X)g(x)dx = f(x)jg(x)dx—j(%(f (x))jg(x))dx

| = _[ xcos™ xdx =cos™ xj xdx — j [% (cos™ x)J' xdx}ix

2 2 2 2
=COoS ' X.—— ! Zdx =2 costx 1I X dx
1-x2 2 27 \1-x?
2 _ 2_
——cos‘lx—1 1)(41dx——cos‘lx I 1—x? 1 41d
NG 1—X

2

X -1 X 2 1 -1 1 -1
=—C0S  X—| =+1—X°—=C0S™ X |——=| COS™" X

2 [2 2 } 2[ ]
2

X _ X
=2 costx—=+/1-x*+c¢C
2 2
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(d) Let 1 =Ixcot’lx dx
We have j f(x)g(x)dx = f (x) j g(x)dx — j (%(f (X)) j g(x)jdx

I :j xcot™ xdx =cot™ xj xdx —I(% (cot™ x)J' xdxjdx

-1 x°

—cot’lx——j —dx—?cot x+2 —dx

1+x? -1
1+ x?

=?Zcot‘lx+ _[ dx =7cot‘lx+ Ildx+ I

1+ x?

2 2
=X—cot‘1x+§+1cot‘1x: X+l cot x4+ X 4c
2 2 2 2 2
6. Problem: Evaluate the following integrals:
2X P 3
a)J'sm [ jdx (b) Jtan ( _ijdx (c)jsm (3x—4x® Ydx

Solution: (a) Let |:Isin1( 2x )dx
1+X?

Put x=tan® = sin* 2X2 :sin’lﬂ:sin’l(sin 20)=20=2tan"' x.
1+ X 1+tan- @

I :J.Ztan‘1 xdx = ZJ'tan‘l Xdx = Z(Xtan‘1 x—%log(1+ xz)j

=2xtan™ x —log(1l+ x*) +¢

_ 2X
(b) Let |=Jtan l[l—xzjdx
2X Nt 2tan @

Put x=tand = tan™ S ;
1-x 1-tan° @

=tan™'(tan20) =26 = 2tan " x.

I :_|'2tan‘1 xdx = 2J'tan‘l XdX = Z(Xtan‘l x—%log(l+ xz)}

=2xtan™ x—log(1l+ x*) +¢

(c) Let1 =jsin‘1(3x—4x3)dx
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Put x=sin@=>sin"(3x—4x?%) :sin’1(3sin 6—4sin® 9)
=sin~(sin30) =36 =3sin™" x.

I =J‘3sin’l xdx = 3J.sin’l xdx =3(xsin’l X +4/1—x° )+c
7. Problem: Evaluate the following integrals:
(a)J‘eX (sin x+cos x)dx (b)jexsec X (1+tan x )dx

(c)]e (tanl X+ 1+1x2 jdx (d)f (le)z e dx

Solution: (a) Let I=_|'eX (sin x+cos x )dx
We have Iex(f(x)+ f'(x))dx=e"f(x) +c
Put f(x)=sinx= f'(x)=cosx.
Izj'ex(sinx+cosx)dx=exsin X+C
(b) Let 1= [e"secx(1+tan x)dx= [e" (secx+secxtan x)dx
We have jex(f (X)+ f'(x))dx=e"f(x)+c
Put f(x)=secx = f'(x)=secxtan x.

I :Iexsecx(1+tan X)dx=e"secx+c

1
c) Let I=|e*| tan™ d
(c) J.e (an X+1+x2]x

We have jex(f(x)+ f'(x))dx=e*f(x)+cC

1
1+ x2

Put f(x)=tan"x= f'(x) =

I:J.ex(tan‘lx+1 1 2jdx:eX tantx+c
+X

X+1-1 1 1
X dx = X dx = x| -
& o J'e {(x+1)2J X J.e (x+l (x+1)?

We have Iex(f(x)+ f'(x))dx=e*f(x)+c

(d) Let |=j(x+1)2
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1

Put f(x):XiJrl: f’(x):—W

J 1 1 « 1 e*
I:Ie ————— [dx=¢". +C= +cC
Xx+1 (x+1) 1+x 1+x
Exercise 11(d)

I Evaluate the following integrals:

(1) J'XZ 3x (b)jxe—4x dx C J'XZ e5* d d J'XZ e’* d
(e) jx e dx (f)J.x2 logxdx (g Ix logxdx  (h) _[xsmxdx
(i)jxcosxdx (j)szsinBde (k)'fx2 cos 2x dx (I)Ixscos3xdx

(2)(a)jcos‘1 xdx (b)'fcot‘1 xdx (c)jxsin‘lxdx (d)jxtan‘lxdx

e)foos {12 o (1) o (a0 -axfax(g)an ! 25 o

(3)(a)jeX (sin x —cos x Jdx (b)_[eX cosecx (1—cot x)dx (c)jeX cosecx (1—cot x )dx

(d)[e* (sec® x+tan x)dx (e) [e* (cosec’x—cotxJdx (f)[e*(tan® x+tan x+1)dx

(g)I6x(c0t2x—cotx+l)dx (h)_[ex(x2+2x)dx je( Iongd

(j).[ex[sinlx+\/_)d (k) xx:zl e*d

11.4 Reduction formulae:

There are many functions whose integrals cannot be not be reduced to one or the
other of the well known standard forms of integration. However, in some cases these
integrals can be connected algebraically with integrals of other expressions in the form of
a recurrence relation ration which are directly integrable or which may be easier to
integrate than the original functions. Such connecting algebraic relations are called
‘reduction formulae’. These formulae connect an integral with another one which is of the
same type, with a lower integer parameter which is relatively easier to integrate. In this

section, we illustrate the method of integration by successive reduction.

11.4.1 Reduction formula for jx”ea"dx, nbeing a positive integer:

If In:Ix”e“dx then |, = -1,

n
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This is called a ‘reduction formula’ for Ixne”dx. Now 1, in turn can be

connected to 1._,. By successive reduction of n, the original integral 1_finally depends

ax

e
on I,, where 1,=—.
a

11.4.2 Solved Problems:

1. Problem: Evaluate J'xseSde
Solution: We take a =5and use the reduction formula 11.4.1 for n=3,2,1 in that order.

3,45x
xe” 3
Then we have |, :jx3e5xdx = “z l,.
2,5x
xe” 2
I =Ix2esxdx= —=1,.
5
5x 5x
xe” 1 e
|1=IxeSXdX= —glo and IOZ?'FC
3,45x%
x’e 3 6 6
Hence I,= — =X+ xe” ——e™+c.
5 5 5 5

2. Problem: Evaluate J’x“efzxdx
Solution: We take a =—-2and use the reduction formula 11.4.1 for n=4,3,2,1 in that

4 . -2x 4 2%
order. Then we have I, :jx“e*xdx _X¢ —(ij I, =1, = € . 21,
2 2

342X 342X
3 2 x’e 3 _Xe 3
I3:jxe “dx = -l L=1;= +—1,

-2 -2 2
2 42X 2 42X
I2:_|.x2e‘zxdx:x_e —(%)Ilzﬂzzx_ez +1,
—2X Xe—Zx 1 —2x
|1=_|.X€‘2de:xiz —(_izjlo =1 = — +—1, and |0=e_—+c
4 ,-2x
Hence |, = Xe e Syrgr _Syer _Sgu ¢
-2 2 2 4

11.4.3 Reduction formula for _[Sin”xdxfor an integer N>2.:

. —sin"*xcosx n-1
If 1, =Ism”xdx then 1, = + [,
n n
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This is called a ‘reduction formula’ for ISinnXdX.
If n is even, after successive reduction we get |, =j(sin x)% dx = 'fldx =X+C

If is nodd, after successive reduction we get I, = I(sin X)L dx = Isin X dX = —COSX+C

11.4.4 Solved Problems:

1. Problem: Evaluate J'sin4 x dx
Solution: We take n=4and use the reduction formula 11.4.3 for n=4,2 in that order.

—sin®xcosx 3

Then we have I4=Isin4xdx:—+—lz.
4 4
. —sinxcosx 1

I, = [sin®xdx = ————=+ =1

=] ; Lo

and 1, = [sin°xdx = [1dx = x+c

" —sin®*xcosx 3[-sinxcosx 1
Hence I4=j5|n Xdx = +— +=1,
4 4 2 2
—sin®xcosx 3sinxcosx 3 —sin®xcosx 3sinxcosx 3
= - +=1,= - +—-X+C
4 8 8 4 8

2. Problem: Evaluate Isin5 X dx
Solution: We take n =5and use the reduction formula 11.4.3 for n =5, 3 in that order.

—sin* xcosx 4

Then we have I :Isin5xdx:—+—l3.
5 5)
, —sin’ xcosx 2

I, = |sin’xdx = —————=+ =1

3 _[ 3 3 1

and 1, = [sin'xdx = [ sin xdx = —cos x+c

—sin*xcosx 4| —sin®xcosx 2
+€ +—1

Hence I :JsinSde:
3 3

—sin* xcosx 4sin®xcosx 8

I, = |sin®xdx = +—1
5 J 15 15
—sin* xcosx 4sin®xcosx 8
- - ——COSX+C
5 15 15
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11.4.5 Reduction formula for Icos”xdxfor an integer N>2.:

cos"txsinx n-1
If 1, =Icos”xdx then 1, = + [,

n n

This is called a ‘reduction formula’ for ~[COSnXdX
If n is even, after successive reduction we get I, = I(cos x)° dx = Ildx =X+C

If n is odd, after successive reduction we get I, :J'(cos X)' dx = J'cos xdx =sin X +¢

11.4.6 Solved Problems:

1. Problem: Evaluate J'cosﬁ x dx
Solution: We take n =6 and use the reduction formula 11.4.5 for n=6, 4,2 in that order.

cos’ xsinx 5

Then we have |, :Icosexdx ==,
6 6
3 -
I4=fcos4xdx:—cos xsmx+§|2.
4 4
1, =Icoszxdx=w+llo.
2 2

and I, =J.cos°xdx=fldx=x+c

Hence I6=j0056xdx= PR +=1,

cos® xsin x 5 cos®xsinx 3
4 4

cos® xsinx 5cos®xsinx 15
= + +—1,

3] 24 24
cos® xsinx  5cos® xsin x 15{cosxsinx 1 }
6 24 24 2 2

cos® xsinx 5cos® xsinx 15cosxsinx  15x
= + + +—4c
6 24 48 48

2. Problem: Evaluate jcos7 x dx
Solution: We take n =7 and use the reduction formula 11.4.5 for n=7,5,3 in that order.

6 -
cos’ xsinx 6
Then we have |, :Icos7xdx=f+7|5,
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cos*xsinx 4

_ 5
Is—jcos xdx_—5 5I
= [oostxax = O XSINX 2y
3 3

and 1, = [ cos'xdx = [ cos xdx =sin x+c

6 -
cos® xsinx 6/ cos® xsmx 3
Hence I, :Icos7xdx: { =1 }

7 4 4

_cossxsinx+3cos3xsinx 9 cos® xsin x 4I
7 14 14 5 5

cos xsmx 3cos® xsmx 9cos* xsmx 18
7 14 70 35

cos xsmx 3cos® xsin x 9cos xsmx+18 cos? xsin x 2I
7 14 70 35 3 3

cos xsmx 3cos® xsmx 9cos* xsmx 6.c0s? xsin x 12
7 14 70 35 35

cos XSin X 3cos xsmx 9cos” xsmx 6cos® xsinx 12
+=—=sinx+c
7 14 70 35 35

11.4.7 Reduction formula for _[tan”xdx for an integer N> 2. :

n"*x
If 1, =[tan"xdx then L S
n

This is called a ‘reduction formula’ for J'tan”xdx
If n is even, after successive reduction we get I, = I(tan x)% dx = jldx =X+C

If n is odd, after successive reduction we get I, = I(tan X)" dx = .[tan xdx =log |sec x| +C

11.4.8 Solved Problems:

1. Problem: Evaluate jtan“ x dx
Solution: We take n=4and use the reduction formula 11.4.7 for n =4, 2 in that order.

tan® x

Then we have |, = jtan“xdx = -1,
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tan x
I, =jtan2xdx=T— l,

and 1, = [ tan°xdx = [1dx = x+c

2

tan’x [ tanx
Hence |,= Itan“xdx = —{ 0}

_tan®x  tanx

A

4 2

tan®x tanx
== — = 2 4 X+C

2. Problem: Evaluate 'ftans X dx
Solution: We take n =5and use the reduction formula 11.4.7 for n=5,3 in that order.

tan® x
_|3

Then we have |, = Itan5xdx =

tan® x
_ |1

I, = ItanSde =

and 1, = [tan"xdx = [ tan xdx = logsec x|+ ¢

tan*x | tan®x
Hence Iszjtansxdx: c { 3 —Il}

_tan*x tan’Xx

5 3

Il

_tan*x tan’x

5 +log|sec x| +c

11.4.9 Reduction formula for ~[Cot“xdxfor an integer N>2.:

—cot"* x
If Inzjcot”xdx then |, =————1_,.

n
This is called a ‘reduction formula’ for ICOtnXdX
If n is even, after successive reduction we get I, = I(cot x)% dx = Ildx =X+C

If n is odd, after successive reduction we get I, :.[(cot X)' dx = .[cot xdx =log |sin x| +C
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11.4.10 Solved Problems:

1. Problem: Evaluate Icote x dx

Solution: We take n =6 and use the reduction formula 11.4.9 for n=6, 4,2 in that order.

—cot® x

Then we have I :jcotexdx:T— l,.
. —cot® x

I4:'[00t Xdx = -1,
—cot x

1, =Icot2xdx= —1,.

and I, =J.cot°xdx=J'1dx:x+c

—cot®x | —cot®x
Hence I6=Icot6xdx= C% { Cj —lz}

—cot®x cot®x
= + +1,
6 4

—cot’x cot’x [ cotx
+ +| - -1,

6 4 2

_ —cot®x cot’x cotx

= + X+C
6 4 2

2. Problem: Evaluate J'cot7 x dx
Solution: We take n =7 and use the reduction formula 11.4.9 for n=7,5,3 in that order.

6

—cot® x

Then we have |, = Icot7xdx _Cotx l,.
7

5 —cot* x
I :Icot Xdx = c -1,

3 —cot? x
I3:fcotxdx: 3 -1,

and 1, = Icotlxdx = J'cot xdx = log|sin x| +¢

—cot®x | —cot*x
Hence I7=J.cot7xdx: - { c —IS}
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—cot®x cot*x
= + +1,

7 S)

—cot®x cot*x cot?® x
= + +| - -1,
7 5 3

_ —cot®x cot'x cot®x

= + -1,
7 5 3
—cot®x cot*x cot?x .
= + - —loglsin x|+ ¢
7 5 3

11.4.11 Reduction formula for ~[sec“xdxfor an integer N>2.:

sec"?xtanx n-2
If 1, :Isec”xdx then | = + .
n n-1

This is called a ‘reduction formula’ for jsec“xdx
If n is even, after successive reduction we get |, = jsecz xdx=tanx+c

If n is odd, after successive reduction we get I, :J'(sec x)" dx = log |secx+tan X|+C

11.4.12 Solved Problems:

1. Problem: Evaluate Isec“ X dx
Solution: We take n =4 and use the reduction formula 11.4.11 for n=4,2 in that order.

“xtanx 2
Then we have I4=Jsec4xdx=w+§|z,

and I, = Iseczxdx = tan x +C.

2
sec” xtanx 2
Hence |1, ZJSGC4XdX=—4 +§tan X+C

2. Problem: Evaluate Isec5 x dx
Solution: We take n =5and use the reduction formula 11.4.11 for n=5,3 in that order.

secxtanx 3

Then we have I, :Isec5xdx ==,
5) 4
I =J'sec3xdx=w+lll.
3 2
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and I, = jsecxdx = log |sec x + tan x| +c.

. sec® xtanx 3[secxtanx 1
Hence IS:'[sec Xdx=— -~ 2 =5\ =

+—1
4 3 21

sec’ xtanx secxtanx 3
= + +=1,
5 4 8

sec’xtanx secxtanx 3
= c 2 +§Iog|secx+tan x| +c.

11.4.13 Reduction formula for jcosec“xdx for an integer N> 2. :

—cosec"? xcotx n-—2
If 1, :Icosec”xdx then | = + I,
n n-1

This is called a ‘reduction formula’ for J.COSGCn xdx
If n is even, after successive reduction we get I, = Icosec2 Xdx =—cotx+c¢

If n is odd, after successive reduction we get I, :I(cosec X)" dx = Iog|cosecx—cot X|+C

11.4.14 Solved Problems:

1. Problem: Evaluate _[cosecs x dx
Solution: We take n =6 and use the reduction formula 11.4.13 for n=6,4,2 in that

4
—cosec” xcotx 4
order. Then we have I, = Icosecsxdx = 5 +§ l,.

. —cosec® xcotx 2
I4=Jcosec Xdx = +—1,.
4 3

and I, =Icoseczxdx =—COotX+C.

—cosec* xcot x 4] —co sec? xcot X . 2 I
6 5 4 37

Hence I = Icosecexdx =

_ —cosec’ xcotx  cosec’ xcot X L8,
6 5 15

—cosec’ xcotx cosec’xcotx 8
= - T Cot X+C.

6 5
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2. Problem: Evaluate Icosec7x dx
Solution: We take n =7 and use the reduction formula 11.4.13 for n=7,5, 3 in that

5
—COSec’ xcotx 5
order. Then we have |, = _fcosec7xdx = - +€ l..

—cosec® xcotx 3
+—=1,.
5 4

I, = J'cosecsxdx =

—cosecxcotx 1
e L

I, = | cosec®xdx =
3 I 3 2

and I, = jcosecxdx =log|cosec x —cot X| +c.

Hence | —Icosec7xdx__C°SECSXC°tX 5{—cosec3xcotx 3 }
7 — —

+—1,

7 6 5 4
_ —cosec’ xcotx  cosec’ xcotx 5,
7 6 8"

_ —cosec’ xcot X cosec3xcotx+5{—cosecxcotx 1 }

+=1
7 6 8 3 2

_ —cosec’ xcotx cosec’ xcotx 5cosecxcot x 5,
7 6 24 16 °

—cosec® xcotx cosec®xcotx 5cosecxcotx 5
= —~ - +—log|cosec x —cot x| +c.
7 6 24 16

11.4.15 Reduction formula for J‘Sinm X cos"xdx for a positive integer m and an

integer N>2.:

i sin™ xcos"'x n-1
It 1, =ISIn"‘ xcos"xdx then I = + |
| ' m+n m-+n

m,n-2"*
This is called a ‘reduction formula’ for Isinm X cos"x dx

If n is even, after successive reduction we get I, = _[sin”‘ x(cos x)° dx = Is.inm xdx =1,

T A M+L
n

If n is odd, after successive reduction we get I, = _[sinm Xcosxdx = +C

m+1

11.4.16 Solved Problems:
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1. Problem: Evaluate Isin“ xcos® xdx

Solution: We take m =4, n =3and use the reduction formula 11.4.15

sin® xcos’ x 2

. Then we have |,, = _[sin“ xcos’x dx = s L,

. " put sin X =t = cos xdx = dt
I :jsin“xcosxdx:—sm Xic t5  sin®x
i 5 Isin4xcosxdx:ft4dt=§:

sin® xcos? X 2sin® x
+ +
7 35

Hence |I,,= Isin“ xcos’x dx =

2. Problem: Evaluate IsinS xcos* x dx
Solution: We take m =5,n =4and use the reduction formula 11.4.15

sin® xcos®*x 1

. Then we have I54:Isin5xcos4xdx: +=1g,
, 9 3 )

=6
) sin® xcosx 1
I, :j5|n5 xcoszxdx:—7 +?I510

- 4 - 2
. . —sin” Xxcosx 4sin“xcosx 8
I50:I5|n5x(cosx)°dx:J.5|n5x dx = — ——COSX+C
’ 5 15 15
A6 3 A6
. 5 4 sin® Xcos® x sin®xcosx 1

Hence I54:_[sm xcos ' xdx = + +—1g,

’ 9 21 21~

sin®xcos®x sin®xcosx 1| —sin*xcosx 4sin’xcosx 8

= + +— - —~—COSX |[+C
9 21 21 5 15 15

sin®xcos®x sin®xcosx 1 ., 4 ., 8
= + ———sin* XC0S X — ——SiN® XCOS X — ——COS X+ C
9 21 105 315 315

Exercise 11(e)
I Evaluate the following integrals:
(i)J.sin2 xdx (i) jcoszxdx (iii) .[sinz x cos? xdx (iv)J.sin3 xdx (V)J.sin6 xdx
(vi) [ sin” xdx (vii) [ cos® xdx (viii) [cos® xdx (ix) [cos® xdx (x) [ tan® xdx

(xi) j tan” xdx (xii) j cot* xdx (xiii) j cot® x dx
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Key concepts

I.Let E be asubset of R such that E contains a right or left neighbourhood of each of its
points and let f :E — R be a function. If there is a function F on E such that
F'(x)= f(x)forall xe E, then we call F an anti-derivative of f or a primitive of f

Il.Let f:1 — R. Suppose that f has an anti-derivative F on |.Then we say that f
has an integral on | for any real number c, we call F+cis an indefinite integral of f

over |, denote it by If(x)dx and read it as integral f(x)dx. Thus we have
j f (X)dx = F(x)+c.Here cis called a ‘constant of integration’. In the indefinite integral

J. f(x)dx, f is called the ‘integrand’ and x is called the ‘variable of integration’.

I11. The indefinite integrals of some functions.

n+l

1. Ix”dx: X +c,n=-1

n+1

2. Ildx =log|x|+c
X

1
3. —dx:\/;+c
jz&

4. Iexdx —e*+¢

5. J'axdx: a
loga

+C

6. _[sin XdX = —COS X +C

7. J'cosxdx:sin X+C

8. Isec2 (ax+b)dx = 1tan(ax +b)+c
a
9. Icosec2 (ax+b)dx = —écot(ax +b)+c
10. I sec(ax+b)tan(ax+b)dx = lsec(ax +b)+c
a

11. J. cosec(ax +b) cot(ax + b)dx = —écosec(ax +b)+c
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1 PR | -1
12. J‘ﬁdx_sm x+c (or) —cos ™ x+c

13. %dx= tan™ x+c (or) —cot™ x+c¢
+X

dx =sec™ x+c (or) —cosec x+cC

1
14. | o
15. Isinh xdx = cosh x+c¢
16. Icosh xdx =sinh x+c
17. J.sech2 xdx = tanh X +¢
18. Icosec h?xdx = —coth x +c¢
19. Isech xtanh xdx = —sech x+c

20. _[ cosec hxcoth xdx = —cosechx +c
21. de =sinh™ x+c¢
V14X

! dx =cosh™x+c¢

22.jm

23. %dx:tanh‘lx+c (or)cot™ x+c
— X

IV.If the functions f and g have integrals on I,then f +g has an integral on | and

I( f+g)(X)dx = j f (X)dx +I g(x)dx+c,where cis a constant.

V.If f hasan integral on I and a is a real number then, af also has an integral on 1

and _[(af )(X)dx = af f (X)dx +c, where cis a constant.

(i) If f and g have integrals on I,then f —g has an integral on | and

[(f —g)(pdx = [ £ (x)dx— [ g(x)ax +c.

@) If f,f,, f,,...f. have integralson I,then f, + f, + f, +...+ f_ has an integral on
| and j(fl+ f,+ f 4.+ fn)(x)dx:f fl(x)dx+j fz(x)dx+_f fa(x)dx+...+.|‘ f (x)dx+c.
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(iii) If f, f,, f,,...f, have integralson I and k,k,,kK;,...k, are constants, then
k f,+k,f, +k, f;+...+k, f, hasanintegral on | and

[ Ok B kg fy K, ) ()X
=k, [ £,000x+k, [ £, ()dx+k, [ £,000%+...+k, [ , ()dx+c.

VI.Let f:1 — R haveaninterval on | and F be a primitive of f on I. Let Jbe an
interval in R and g:J — | be a differentiable function. Then (f og)g’ has an integral

on Jand If(g(x))g’(x)dx= F(g(x))+c
ie., f '(X)dx =| | f(t)dt =F
e, [F(oO)g' Gk =] [fO)dt] =F(g0)+c
VIl.Let f:1 — R havean intervalon | and F be aprimitive of f on I. Let a,beR
with a=0. Then _[f(ax+b)dx:1F(ax+b)+cforaII x e J, where
a

J={xeR:ax+bel}and c isan integral constant.

VIIIl. Some important formulae:

n+l
1, J'(ax+b)”dx _1(ax+b)™

+c,n=-1
a n+1

2. —dx——log|ax+b|+c
ax+b a

4dx——\/ax+b+c
J.2\/ax+ a

1
4, Ieax+bdx =—e™P4¢
a

5. J'amx+ndx =Lamx+n Tc
mloga

6. Isin(ax+b)dx:—lcos(ax+b)+c
a
1.

7. .[cos(ax+b)dx=—sm(ax+b)+c
a

8. Isec2 (ax +b)dx = étan(ax +b)+c
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9. jcosecz(ax +h)dx = —écot(ax +b)+c

10. J'sec(ax +b) tan(ax+b)dx = isec(ax +b)+c

11. J'cosec(ax +b) cot(ax + b)dx = —écosec(ax +b)+c
12. J‘;dx:lsin’l(ax+b)+c (or) —icos’l(ax+b)+c

1 1 1
13. | ————dx==tan*(ax+b)+c (or) —=cot*(ax+b)+c
j1+(ax+b)2 R T (@x+h)+e (or) — ot (ax+b)+

14. J ! dx:isec‘l(ax+b)+c (or) —lcosec‘l(ax+b)+c
lax+b|\/(ax+b)2-1 a

15. [sinh(ax+b)dx = icosh(ax +h)+c

16. [ cosh(ax+b)dx = ésinh(ax+b) +C

17. jsechz(ax +h)dx = itanh(ax +b)+c

18. jcosec h?(ax + b)dx = —icoth(ax+ b)+c

19. Isech(ax +Db) tanh(ax +b)dx = —%sech(ax +b)+c

20. _[cosec h(ax +b) coth(ax + b)dx = —écosec h(ax+b)+c

dx =sinh™(ax+b) +c

21. J';
J1+ (ax+b)?

dx =cosh™(ax+b) +c

22, J;
J(ax+b)> -1

23. J';zdx = ltanh’l(ax +b)+c (or) lcot’l(ax +b)+c
1—-(ax+Db) a a

IX.Let f:l > R be adifferentiable function. Then
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(i) If f isnever zero on | then fT has an integral on 1 and .[dex= log| f (x)|+c on |

(ii) j(f(x))“f’(x)dx:wm,a;t—l
a+l
(iii) j ()dx 2 f(X)+c

(iv) If’(ax+b)dx=§ f(ax+b)+c,a=0

X. Evaluation of integrals of algebraic functions of special forms:

In the following integrals, a is a positive real number. Let us know that

1.'|' 1 2dx=1tan’15+c
a a

x* +a

2.J‘X2ia2dx=2—1alog§%2+c
3.J‘a2ixzdx=z—lalogg+c

4. Imdx smhl +C

5. J'\/idx coshl—+c

6. J‘\/idx sin” 5+c:

7. Imdx=gm+%sinh‘lg+c
8. dex=§M—a§cosh‘lg+c

2
Q. J'\/a2 —x? dx:g\/a2 —x? +%sin’11+c

a

Xl.Let u and v be real valued differentiable functions on | such that u’v has an
integrable on 1 then uv’ has integrable on | and

'fu(x)v’(x)dx =u(X)v(x)— j u’'(x)v(x)dx +c where c is a constant.

262



XII.For a given differentiable function f on I Iex[f(x)+ f'(x)]dx =e* f (x) +c where
c is a constant.

XIII. Reduction formula for IX”eade, nbeing a positive integer

If 1, =fx“eaxdx then 1, = -1,

XIV.Reduction formula for Isin”xdxfor an integer N> 2. :

—sin"*xcosx n-1
+ |

If 1, =Isin”xdx then 1, = o
n n

XV.Reduction formula for Icosnxdxfor an integer N> 2. :

cos"txsinx n-1
If 1, :Icos”xdx then I, = + I
n n

n-2*

XVI.Reduction formula for _[tan”xdx for an integer N> 2. :

_tan"" x
n

-1,

If 1, =[tan"xdx then I,

XVII. Reduction formula for Icot”xdxfor an integer N>2.:

_ —cot"* x

If 1, =Icot”xdx then |, =————1_,.
n

XVIIl.Reduction formula for jsec”xdxfor an integer N>2.:

sec"?xtanx n-2
If | =|sec"xdx then | = + 1.
n n n—l n-2

n
XIX.Reduction formula for jcosec”xdx for an integer N>2.:

—cosec™?xcotx n-2
If 1 =Icosec"xdx then |1, = + 1 2
n_

n

XX.Reduction formula for Isinm xcos"xdx for a positive integer m and an integer

n>2.:

. sin™ xcos"'x n-1
] :Ism’“ xcos"xdx then I, = + Lo
' ’ m+n m+n ™
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Answers
Exercise 11(a)

. ox x .. x> 5 5
| (|)—l—i3—ﬁ5+c (i) 2+ 3 iox+c (i) —+ +=X*+C
X X X 4 log3 5 log5 2
_ox 11 . .
(iv)—+ +==x*+c (v) sinx+cosx+c (vi)tan Xx—e* —cosx+c
4 log7 2

X 4 X

(vii)—e ™ + 8 +log x +3x (viii)4tan x—2e* —3cosx+c¢ (ix)X—+ 4
loga 4 lo

+3x%+¢C
4

0 X 3 6
AR S (xi)%+x2+3x+c (xii)%+3sin x—4log x +¢

+
0 log9 2
X .
(xul)§—3|ogx—cosx+c (xiv)tan x —cotx+c (xv)secx+|og|cosecx—cotx +C

1
1

) X,
(xw)log|secx+tanx|—cosecx+c (XV||)§+X +3X+C (xviii)—cot X+ cosecx+c

4
(xix) tan X +sec X+ ¢ (XX)%-%-F;XZ +3log x+cC (xxi) x+c (xxii)sin X+ cosx+c
X

(xxiii)—«/icosx+c (xxiv)logsin X+ ¢ (Xxv)—cot X —X+cC

Exercise 11( b)

| (i)2siny/x +c (ii)—cos(logx)+c (iii)log(logx)+c (iv)@m(w %H

-1 6
+C (viii)—log cos(sin™* x) +¢ (ix)—%w

(x) log(log(log X)) + ¢ (xi)wm (xii) e*" ¥ +c (xiii)M% (xiv)e* +c

sintx

(vi)WH: (vii)e

(xv) étan‘l(xg) +c  (xvi)—cos(tan™ x)+c¢

sin 2x sin 3x sin4x

; }c (ii)ﬂssinm

B sm(22Iog X) } e

+2sin 2x}+c

I (i)%{x+ }+c(iii)%{3x+

(iv)%[log X

.. 1| cos8x cos4x ... 1| cosl2x cos2x
n (ih—-= + +c (i)—= + +
2 8 2 12 2
.... 1] cosl0x cos4x . 1| cos5x cos9x
(i) —= + +c (iv)= —
2 10 4 2 5 9

1 COS5X
+c(v)§ COS X — +C
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sinbx . ... 1l|lcos7x cos3x .... 1| cosd4x cos2x
(v ) +sinx [+C (V")_E + +c (viii)—= +

7 3 4
sm3x i 1| cos9x cos5x
@i ) +sinx [+¢ (X)—= + +C
2l 9 5
IV Evaluate the following integrals:
_sin”x sin®x cos” x _ cos' X sin®x _sin® x
[ - +C ii +c (i
==~ (i e (i) ;
9 7 a8 5
(iv)COS X _Cos'x . (V)sm X_sin'x . (Vi)sm X _sin®x
9 7 6 8 3 5

Exercise 11( c)

I Evaluate the following integrals:

(1)() tan™ ()3()+c (b)%log(i—;g}rc (c)ﬁog(#}uc
(d)sinh‘l(§]+c (e)cosh‘l(§j+c (f)sin‘l(§j+c
(g)E\/x2+9+gsinh1(5j+c (h)E\/xz—g_gcoshl(Z}Lc

2 2 3 2 2 3

(i)lxlg—x2 +%sinl(§j+c

2

i ol my.
v (5o T3
(i)%ﬂ+85inl(§j+c

® (2)1tan @H ()2 10 g(§+2j+c (c)%log(g}rc
(d)sinh-l(gjﬂ; (e)cosh‘1(§j+c (f)sin‘l(§j+c
(9)§m+%sinh—l(gj+c (h)gm—%cosh‘l(éj+c
(1) 2255 + 22sin- (;j+c
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owhe(Fee (T ol
(d)sinh{%}+c (e)cosh{%}+c (f)sinl(%j+c
(g)gm+185inh_l(%j+c (h)%ﬂ—wcosh‘l(g}rc

(i)g\/%— NG +18sin‘l(gj+c

®) (2) j_tan [2\/_) (b )4J_ (iéﬁj ()4J_ [§£+§j+c

(d)sinh™ [%j+c (e)cosh™ (%j+c (f)sinl[%j+c

(g)%ﬁ+4sinh‘{%} \/_ 4cosh™ (Tj

(i)§ﬂ+4sin‘l($j+c

(6)(a )ﬁtan "J7(x+1)+c(b) VT (x+1) - 1} ()4\/_ [1+\/—(X+1)]

J_I [\/_(x+1) 1 1 \/_(x+1)

(d)%sinh‘lﬁ(x+1)+c (e)ﬁcosh‘lx/_(x+l)+c( f )%sm‘ ﬁ(x+1)+c

(g)(xgl)«/?(xﬂ)2 +1+%sinh‘lﬁ(x+l)+c

(x+1)

(h) 7(x+1)2—1—%coshlﬁ(x+l)+c
(i)@ 1—7(x+1)2+%sin1\/7(x+1)+c

Exercise 11(d)

3x —4x 5X
) (a)e?(x2 —%4-%)4‘(: (b)e_4 (x+%)+c (c)e?(x2 —%+2—25j+c
e7

X -5x 3
[xz —%+4—29j+c(e)e 5 [xz +%+%)+c(f)%(logx—%)+c

(9) (Iogx—%)+c (h)—xcosx+sinx+c(i)xsinx+cosx+c
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. —x%?cos3x 2xsin3x 2cos3x x?sin2x XCos2X sin2x
(i) + + +c (k) + +
3 9 27 2 2 8
x¥sin3x  x%*cos3x 2xsin3x  2cos3x
(1 + - — +C
3 3 9 27
(2)(a) xcos™ x—1-x* +c (b)xcot™ x+log(v1+x*) +c

2 2
(c)(x——ijsinlx+§ 1—x2+c(d)(x +1jtan1x—5+c
2 4 4 2 2

(e)2xtan* x—2log(v1+x?)+¢  (f)3xcos ™t x=31-x* +¢
(g)3xtan™ x—3log(v1+x*) +¢

(3)(a)—e*cosx+c (b)e*cosecx+c (c)e*cosecx+c (d)e*tanx+c
(e)—e*cotx+c (f)e*tanx+c (g)—e“cotx+c (h)x*e*+c

X

i)e*log x+c jle*sinx+c k +C
(i)e*log (§) (K) 77
Exercise 11(e)
..—sinxcosx 1 ... cosxsinx 1 ...sin®xcosx sinxcosx 1
(i) —————+=x+c (i) ————+=x+c (iii) - +=X+C
2 2 2 2 4 8
_.—sin®xcosx 2 —sin® xcosx -5sin®xcosx 5sinxcosx 5
(iv) ———————=cosx+c (V) + - +—X+C
3 3 6 24 16 16
. —sin® xcosx 6sin* xcosx 8sin?xcosx 16
(vi) — — ——COSX+C
7 35 35 35
.. cos?xsinx 2 . ....cos® xsinx 3cosxsinx 3
(Vil) —————+=sinx+c (viii) + +—=X+C
3 3 4 8 8
.. cos*xsinx 4cos®xsinx 8 . tan° x tan®*x tanx
(ix) + +—sinx+c (x) - + —X+C
5 15 15 6 4 2
tan®x tan*x tan®x .. —cot®x cotx
(xi) — — log|sec x|+ ¢ (xii) + +X+C
7 5 3 4 2
....—cot*x cot®x )
(xiii) + +log sin x|+ ¢
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12. DEFINITE INTEGRATION

Introduction:

Calculus originated to solve mainly two geometric problems: finding the tangent
line to a curve and finding the area of a region under a curve. The first was studied by a
limit process known as differentiation (which we studied in Intermediate first year) and
the second by another limit process- integration- which we study now.

We recall from elementary calculus that to find the area of the region under the
graph of a positive and continuous function f defined on [a,b], we subdivide the

interval [a,b]into a finite number of subintervals, say n, the k™ subinterval having length
Ax,,and we consider sums of the form " f (t,)Ax,, where t, is some point in the k"

k=1
subinterval. Such a sum is an approximation to the area by means of the sum of the areas

of the rectangles. Suppose we make subdivisions finer and finer. It so happens that the
sequence of the corresponding sums tends to a limitas n — c. Thus, roughly speaking,

b
this is Riemann’s definition of the definite integral I f (x)dx.
a
We discussed in the earlier chapter that indefinite integration is an inverse
process of differentiation. We recall that, if f is the derivative of F, then

b
_[ f (x)dx = F(x) +c,where c is a real constant. In this case F called a primitive of f.

12.1The Fundamental Theorem of Integral Calculus:

In the evaluation of the definite integral, the following ‘Fundamental Theorem of
Integral Calculus’ is useful. This important theorem is stated without proof. You will
learn its proof in higher classes.

12.1.1 Theorem: If f is integrable on [a,b]and if there is a differentiable function F on
b
[a,b] suchthat F'=f, then _[ f (x)dx = F(b) - F(a).
12.1.2 Note: We write [F(x)]; for F(b)—F(a). [F(x)]; is not dependent on x. Also, we
write [F(x)]} =—[F()]..
12.1.3 Solved Problems:
2
1. Problem: Evaluate L x°dx

Solution: Let f(x)=x" on [1,2]
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6

Take F(x) :% is primitive of f on [1,2]

Hence from the Fundamental Theorem of Integral Calculus Theorem 12.1.1, we have

f f 2° 1° 63 21
xXdx = | f(X)dx=F(2)-F() =—-—=—="",
Jxx= [T =F@-FO = =F=7

2. Problem: Evaluate Ioﬂsin X dx
Solution: Let f(x)=sinx on [0, 7]
Take F(x)=—cosx is primitive of f on [0, 7]

Hence from the Fundamental Theorem of Integral Calculus Theorem 12.1.1, we have

jo”sin X dx = j f (X)dx = F () — F(0) = (—cos 7) — (—c0s 0) = (—(-1)) - (-1) = 2.

3. Problem: Evaluate J'Oﬂsin x dx

Solution: Let f(x)=sinx on [0, 7]
Take F(x)=—cosx is primitive of f on [0, 7]

Hence from the Fundamental Theorem of Integral Calculus Theorem 12.1.1, we have

stin Xdx = ]i f (x)dx=F(7x)-F(0) =(-cosz) —(-cos0) = (—(-1)) - (-1 =2.

Exercise 12( a)
I Evaluate the following integrals:
1

J1-x2

1 1
dx (6) Jvﬁ—d1+x2 X

M| cosx dx ()] (cosx-sinx)dx (3) [ dx

1

(@) [ (¢ +2x+3)d (5) Iol1+x2

12.2 Properties of Definite Integrals:

We now discuss certain properties of the definite integrals.
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12.2.1 Theorem: Let f :[a,b]— Rbe an integrable on [a,b]. Then we define j f (x)dx
b
b c
as the negative of ff(x)dx, and for any ¢ in [a,b], J'f(x)dx is zero. Thus
a b a b
j f(x)dx = — j f (x)dx, j f (x)dx =0 and j f (x)dx =0.
b a a b
We state without proof, Theorems which will be used in the subsequent

development of the theory and in solving problems.

12.2.2 Theorem: Suppose that f and gare integrable on [a,b]. Then

(i) f +gis integrable on [a,b]and :bf(f +g)(x)dx :j‘ f (x)dx+j'g(x)dx.

b b
(i) Forany a€R,af isintegrable on [a,b]and I(af)(x)dx=ajf(x)dx.

12.2.3 Theorem: Let f :[a,b]— Rbe bounded. Let c (a,b).Then f is integrable on

[a,b]ifand onl if it is integrable on [a,c]as well as on[c,b] and, in this case,

b

j f (x)dx :j f(x)dx+_T f (x)dx.

a

12.2.4 Theorem: Let f :[a,b] — Ris continuous, then f ([a,b]) is closed and bounded

interval in R.

12.2.5 Theorem: Let f be integrable on [a,b], then the function h, defined on [a,b]

b b
as h(x) = f(a+b—x)forall xe[a,b], is integrable on [a,b]and jh(x)dx=ff(x)dx.

12.2.6 Theorem: Let f be integrable on [0,a], then the function h, defined on [0,a]

as h(x) = f(a—-x)forall xe[a,b], is integrable on [a,b]and

a

T f (a—x)dx :j'h(x)dx = [ £ (x)ax.

0 0

12.2.7 Theorem: Let f :[-a,a] > R be integrable on [0,a], then the function f is

either odd or even. Then f is integrable on [-a,a]and
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0 if f(x) is an odd function

"t =1 o .
-a 2]0 f(x)dx if f(x) is an evenfunction
12.2.8 Theorem: Let f :[0,2a]— R be integrable on [0, a].
(i)If f(2a-x)= f(x) forall xe[0,2a], then function f is integrable on [0, 2a]and
“f()dx =2[" f(x)d
IO (x)dx = _[0 (x)dx.
(i)If f(2a—x)=—"f(x) forall xe[0,2a], then function f is integrable on [0, 2a]and
2a
L f (x)dx =0.

12.2.9 Theorem: If f and g are integrable on [a,b], then their product fg is integrable
on [a,b].

12.2.10 Theorem: Let u and v be real valued differentiable functions on [a,b]such that

u’ and v'are integrable on [a,b]and iu(x)v'(x)dx:u(b)v(b)—u(a)v(a)—iu'(x)v(x)dx.

12.2.11 Solved Problems:
2
1. Problem: Evaluate IO x*dx
x5]2 2 05 32 32
0

Solution: Let | =J'2x4dx :(_
0 5

2. Problem: Evaluate Ileldx
X

Solution: Let |=J‘:%dx =(logx); =loge—logl=1-0=1

3. Problem: Evaluate Lg%dx
X

Solution: Let | =Lg%dx =(\/§)j =J9-Ja=3-2=1
X

1
4. Problem: Evaluate IOZ dx

1
Ne
i ; 1 N e d T
Solution: Let |=j2 dx =(S|n x)g =sin” > —sin 0=€—0=

0 ’1_ XZ

oy
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5. Problem: Evaluate If\/1+sin 2xdx

Solution: Let I=J'05\/1+sin 2xdx ZJ‘OE\/COSZ X +5in? X + 25sin x cos xdx

V4 V4 V4 T

- - 2 - . - .
=I2\/(cosx+3|n x)"dx =Iz(cosx+3|n X )dx =J‘2cosxdx+J‘23|n xdx

0 0 0 0

= (sin x—cos x)? = (sin%—cos %j—(sin 0-cos0)

(1-0)—(0-1)=1+1=2

6. Problem: Evaluate ICOSX sin Xd

\/1—sm 2X

i COS X —Sin X —gj
Solution: Let |=j EOS X N X i COS X —sin X

J-l
V1-sin2x 0 Jcos? X +sin? X — 2sin X cos X

COS X —sin X y = 1C0S X —Sin X

-f o - [ xS
\/cosx smx COS X —sIn X

dx

dx

7. Problem: Evaluate _[Md

Ji-x®

sint x)* dx

Solution: Let I_I (
\1-x?

Put sinx=t= dx = dt

1—x?

U.L: t=sin*11=%, L.L: t=sin*0=0

z 532 ° 5
|=j2t4dt=t— S )
0 5) 5[\2 160

8. Problem: Evaluate I&dx
X+ x+1
Solution: Let I = ﬂd
o0x%+x+1

Put x> +x+1=t= (2x+1)dx = dt
UL: t=1"+1+1=3L.L: t=0°+0+1=1
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31
oo =L fdt =(Iogt)f =log3-logl=log3-0=1log3

2
9. Problem: Evaluate 136de
0x°+1

2 2
Solution: Let |=f:%dx :J':%);ldx
X° + X7) +

Put x* =t = 3x%dx =dt

UL: t==1LL: t=0°=0

I :J.:L 1 dt Z(tan—lt)l Ztan—ll_tan,lo ZZ_O ZZ
01+t2 0 > 5

10. Problem: Evaluate J?sin 8x cos 3xdx
Solution: Let |=J?sin 8x cos 3xdx

We have 2sin AcosB =sin(A + B)+sin(A —B)

= sin AcosB = %(sin(A+ B) +sin(A—B))

Now | :Ifsin 8x cos 3xdx = %J'Oz(sin(Sx +3x) +5sin(8x — 3x) )dx

=l.[5(sin11x+sin5x)dx=E _cosllx _cosdx \2
270 2

11 5 |,
- Y4
__l[cosllircosSxT__l COST+COS7 _(coso+cosoj
2] 11 5 2 11 5 11 5

1[0 Oj (1 1) 1 (l 1) 1(16) 8
=——||=F= || =+ ||==Z| | =+= | |=2| = |==
2|1\11 5 11 5 2] \11 5 2\55) 655
11. Problem: Evaluate 2Zde

0 X +4

Solution: Let | = Z%dx =_|'2%dx
0 X°+4 0 X°+2
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2
=(1tan11j =1tan’1g—1tan 10
2), 2 2 27 2

=itan’ll—ltan’lOzl.£—£.0=£—0=Z
2 2 2 4 2 8 8

12. Problem: Evaluate 4;dx

0 16— x?

Solution: Let |=J'4;dx = 4;dx

4
= (sinl ij = sin’lﬂ—sin’1 =
4), 4

—sin'1—sint0= %—o -

NN

13. Problem: Evaluate jOG\/36— x2dx

2
Solution: Let | =I06\/36—x2dx = IO6\/62 — x%dx =(g\/62 — X’ +%sin1 %j

6

0

( \/ﬂ+—sm ] [ J67 -0 + smlg]

[ \6%—6% + 6° smlﬁj [0\/ —0% + 623|n12]
(O+18S|n‘11) (0+183in-10)

=18sin"'1-18sin"' 0 =18. 5—180 97-0=9r

14. Problem: Evaluate I:;dx

(x+1)(x+2)

Solution: Let |:j0 m _J. (m—m X = (IOg(X+1)—|Og(X+2))O

{Iog(XHﬂ Iogl—log1 -.-Asx—>ooz>log[x—+lj—>logl
+2)], 2 X+2

=0-(-log2) { log1=0, Iogéz —log 2}

=log 2
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15. Problem: Evaluate I:( : 25)1( . 36)dx
x? +25)(x2 +

. e 1 N T
Solution: Let |_j0 (x2+25)(x2+36)dx —11_[0 (x2+52 x2+62jdx

_1 1tan‘l(zj—ltan‘l(zj
115 5) 6 6)),

_iflz la) 1110y 101 1) 1 1
11\5 2 6 2) 11\5 6 22\5 6) 11 660

16. Problem: Evaluate J.OE

5+4cosx
} z 1
Solution: Let | = _fz—dx
0 5+4cosx
_ 2
Put tanﬁzt:dx=it2, osx=1—t2
2 1+t 1+t

U.L: t=tan%=1, LL: t=tan0=0

Now I=J-1 1 2dt _J‘l 1 2dt J'Ol 1 dt

! = ) =2| ——
0 1—t2 Y 1+t?2 JoB545t24+4—4t* 1+t2 9+1t?
5+4 5 >

1+t 1+t

0

1
:Zj'lidt _o( Lant L) —2gn[ 2 —ztan‘l(o)=gtan‘l 1
03% 4+ t? 3 3 3 3) 3 3 3

17. Problem: Evaluate Iolxzexdx

Solution: Let |=jolx2ede =(e"(x* -2x+2)) =(e'(1® -2.1+2)—e’(0* —2.0+2))

—(e(1-2+2)-1(0-0+2)) =e—2

18. Problem: Evaluate J'lelog xdx
Solution: Let | = L log xdx =(x(logx—1));

=(e(loge—1)-1(log1-1)) =(e(1-1)-1(0-1)) =0+1=1
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19. Problem: Evaluate Io%xsin xdx

Solution: Let | = J'O%xsin xdx

=(—xcos x);% + jo%cos xdx :[—%cos%+0cosoj+(sin x);%

= [—Z.O+O.1j+(sinz—sin 0) =1-0=1
2 2

> sin'x
20. Problem: Evaluate .[ ————0X
0 sin’ x+cos’ X
V4 =7
. z sin’ x
Solution: Let | = Izﬁdx
0 sin’ x+cos’ x

We have joa f (x)dx = j: f (a— x)dx

. sin’ (72[— x) £ cos” x
ie [ o =i X g

o . (& 7 0 cos’ x+sin’ x
sin”| = —x |+cos’| = —x
2 2
4 H 4 7
Z  sin’x 7 cos’x
Now I+l = |2 dx+_[02

0 sin’ x+cos’ x cos’ x+sin’ x

K3 H" 7 K2 in’ 7 K
o IOZL sinx____ cos’x de _ J-z[sm X + COS X]dx =I021dx

dx

sin’ x+cos’ X cos’ x+sin’ x o { sin” x+cos’ x

_ % T T
X —-0 =
( )O 2 2
1=z
4
z %
21. Problem: Evaluate | SIX
% §in’2 x+cos 2 X
. z sin% X
Solution: Let | = IOZ . dx

] 5
smé X+COSA X

We have j: f (x)dx = j: f (a— x)dx
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in2[ 7 _
: 3 M 3 c0s”? X g
..|: IO y = 7 T dX - 0 % i % X

. 5 5
3 sin’ x 3 Cos’2 X
Now I+1 = |’ 7 7 o+ [ 7 570X
Sin’2 X 4-c0s”2 x COs’2 X +sin’? X
. 5 5 . 5 5
P J-g sin’2 x N cos”? x i 2 sin’2 x+0s 2 X i
N .5 5 5 . 5 .5 5
Sin"2 x+C0S 72X COS 2 X+SiN’2 X sin’2 x+c0s 2 X

[z —(x)2 F_og_%
—J.Ozldx —(X)02 —E—O —E

1=Z

4

22. Problem: Evaluate F VCOSX 4
0 /cosx ++/sin x

4/COS X dx

COS X ++/Sin X

Solution: Let | :IOE

We have joa f (x)dx = joa f (a— x)dx

= J-g COS(Z_XJ dx _J-g \/sin x dx
T o\/ (ﬂ j \/ (ﬂ j 0 Jsinx ++/cos x
cos| -, =X |+, [sin| 2= x

v

z \/Ccos X smx
Now I+] = | _dx +_|' dx
0 \/cos X ++/sin x \/sin X ++/cos x

=2l = jz
o | Jecosx ++/sinx  +/sin x ++/cos x \Jcos x ++/sin x
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23. Problem: Evaluate J' de

0 /x++/3—
Solution: Let |=I3de
0 /x ++/3-x

We have jo"" f (x)dx = j: f (a— x)dx

oy \/?: 0 \/3—_X i
1=, J3—x+J3—(3—x)dX =, Bxidx

Now |+] =

j\/_+ J3-x x '[ 3— X+\/—
SR = B W 28y

=2l IO(&+J3—X Fax+dx Hiix

Exercise 12( b)

I Evaluate the following integrals:

@ LZ (cosx—sinx)dx (2) IOZ (cos x—sin x)dx  (3) L;‘r (sec® x +sin x)dx

(@) |7 (¢ +2x+3)dx (5) [ % 6)]; 2 i=sin2xdx (7) [; 2 (1= cos 2xdx

Il Evaluate the following integrals:

sm tx sm(tan X)

rexp(sin™ x)d (3)J I

T

11 Evaluate the following integrals:

® j x () [

) Ifsinﬁxcostdx (Z)Ifsin 7x cos 5xdx (3)I05c052xcosxdx (4)Ifsin 7xsin 2xdx

IV Evaluate the following integrals:

r 4 — x?

3 1
O JOX2+9dX(2)Lg S d(3)]; m
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V Evaluate the following integrals:

3 H 1] T 12 n 15
= sin™ x = Cos“ X > tan™ x
(l) .[2 10 10 dx (2) .[2 12 inl2 dx (3).'-2 15 15
0 sIn™ X+C0S™ X 0 CcoS™“ X+sIn™ X 0 tan™ x+cot™ x
V.4 =9 V.4 8
> sin” X > COSec’x 5 X
@ [P () [P i (§)] SN
0 sIn” X+cos” X 0 cosec x+sec” x 0\/§+»\/5—x

12.3 Reduction formulae:

In this section, we state some reduction formulae without proofs for evaluation of
the definite integral of sin" x,cos" x,sin™ xcos" x between 0 and % for positive integers

m, n.

The following theorem gives a useful formula to evaluate the definite integral of

sin" x between 0 and % when nis an integer > 2.

12.3.1 Theorem: Let nbe an integer greater than or equal to 2.Then

n-1n-
z n n
Izsin”xdx=
0 n-1 n-
n n-

, if niseven

N-| 3

i

. if nisodd.

Nlw N w
S| o>
|
Nl BNV
wlinn N

12.3.2 Theorem: Let nbe an integer greater than or equal to 2. Then

n-1n-3n-5 1x . .
P . ) ...—.—, iIf niseven
Iozcos” xdx = nl n—g n—g ; 2
NZ2 D=3 079 21 if nisodd.
n n-2n-4 3

12.3.3 Theorem: Let m and n be positive integers. Then

i if n=1

m+1

n-1 n-3 2 1 nitisodd

m+n m+n—-2 m+3 m+1
Fsin”‘xcos”xdx: n_l. n-3 1 .m_l.m_s....l.z, if niseven and misodd
0 m+n m+n-2 m+2 m m-2 2 2

n_l. n-3 1 .m—llm—3mg’ if niseven and n =1 isodd.

m+n m+n-2 m+2 m m-2 3

i if m=1.

m+1

12.3.4 Solved Problems:
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1. Problem: Evaluate J?sin7 xdx

Solution: Let I, = [ Zsin’ xdx

n-1n-3n-5 1nx . )
P . ) ..—.—, If niseven
We have Iozsin”xdx: nl n—g n—g ; 2
NZ2 D=3 079 24 if nisodd.
n n-2n-4 3
Since n =7 which is odd
R J.Esin7xdx _r17=87=>, 542,16
0 7 T7T-2 7-4 753 35
2. Problem: Evaluate J.fsin“’ xdx
Solution: Let I,, = [ ?sin'® xdx
n-1n-3n-5 1nx . .
P . ) ..—.—, If niseven
We have Iozsin”xdx: nl n—g n—g ; 2
NZ2 D23 079 24 if nisodd.
n n-2n-4 3

Since n =10 which is even

10-110-3 10-5 10-7 10-9 =
10 '10-2'10-410-6 10-8 2

a
Sl = Iozsinlo xdx =

_275312_637r

1086422 512
3. Problem: Evaluate Ecos9 xdx

Solution: Let I, = |2 cos® xcx

T . .
- o if niseven
We have IOZ cos" xdx =

.1 if nisodd.

Since n=9 which is odd
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z 9-19-39-59-7 8642
sy = _fzcosg xdx = : . : 1=2222,_ 128
0 9 9-29-49-6 9753 315
4. Problem: Evaluate J‘fcos8 xdx
Solution: Let I, = [?cos® xdx
n-1n-3n-5 17 . .
h Pty if niseven
We have J.Ozcosn xdx = nl n 3 n £ o
=2 D=2 079 29 if nisodd,

n n-2n-4"3
Since n =8 which is even

8-18-38-58-7
8 8-28-48-62

Va
sl = jzcoss xdx =
0

_7531£_357z

86422 256
5. Problem: Evaluate J‘Eﬁsin7 xdx
2

Solution: Let I, = [2sin’ xdx
=

Take f(x)=sin’x = f(-x)=(sin(=x))" = (-=sinx)" =—sin’ x =—f (x)
- f(x) is an odd function.

. 0 if f(x) is an oddfunction
We have I f(X)dx =4 .a _ _ .
-a 2.[0 f(x)dx if f(x) is an evenfunction

Fﬂsin7 xdx =0
2
6. Problem: Evaluate Fﬁ sin'® xdx
2
Solution: Let 1,, = 2 sin'® xdx
]

Take f(x)=sinx = f(=x)=(sin(=x))"* = (-sinx)** =sin'® x = f (x)

- f(x) is an even function.
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0 if f(x) is an odd function

Wehave [ f(x)dx =1 _ _ ,
-a ZIO f(x)dx if f(x) is an evenfunction

637
sin'® xdx = 2| 2sin® xdx =2 -~ by problem (2
f I; (mj[ yproblem (2)]

_63x
256

7. Problem: Evaluate Fﬂ cos® xdx
Solution: Let 1, = [ cos® xdx
2

Take f(x)=cos’x = f(—x)=(cos(—x))’ = (cos x)’ =cos’ x = f (x)
- f(x) is an even function.

0 if f(x) is an odd function

Wehave [ f(x)dx =1 _ _ _
-a 2.[0 f(x)dx if f(x) is an evenfunction

128
dx =2 dx =2 b blem (3
J' cos® xdx j cos’ xdx = (315j[ y problem (3)]

_ 256
315

8. Problem: Evaluate J'E,T cos® xdx
Solution: Let I, = {2 cos® xdx
2

Take f(x)=cos’x = f(—x)=(cos(—x))® = (cos x)® =cos® x = f (x)
- f(x) is an even function.

0 if f(x) is an odd function

Wehave [ f(x)dx =1 _ _ _
-a 2.[0 f(x)dx if f(x) is an evenfunction

I cos® xdx =2 _[ cos® xdx = 2(357[}[ by problem (4)]
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_ 357
128

9. Problem: Evaluate J?sin7 X €0s° xdx
Solution: Let I, = [?sin” xcos® xdx

n-1

We have 1 = lno
Tom4+n "
5-1 4 4 (3-1 1 2
Now I, =—— | =, = == |
75745 72 12 73 12(7+3 ”*2] 3'10 !
k3 = .8 %
iln =i-1 vy = IzSWXCOSXdX: S X =£ sin®Z _sin®0 | =
15 15'g| " 7t o 8 ), 8 2
_1
120

10. Problem: Evaluate _[fsin6 x cos” xdx

Solution: Let I, = [2sin® xcos* xdx

We have 1, = n-1 |
" m+n "
4-1 3 3(2-1 31
Now I, = | ==, ==]|="] |
64 g4 642 10 62 10 (6+2 6,2—2) 10'8 ©°
S 3T - [rsint k-2 2 L 7 5%
80 80 32 0 6422 32
3
512

11. Problem: Evaluate J‘fsin3 xcos? xdx

Solution: Let I,, = [?sin® xcos" xdx
We have jo f()dx= [ (a—x)dx

T T
5 . T T > .
=1, = fzsm"‘(——xjcos“(——xjdx:Izcos3xsm“ xdx=1,,
) 0 2 2 0 ’
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n-1
We have |, =
Tom+n

m,n-2

3-1
Now 1., =1 "

43 :4_3 |4,372 =

2
7

gl

0

k3 H) %
vl = szin“xcosxdx: SN X _ L 5ins Z _sinso | =1
' 0 5 5 2 5

2
35
12. Problem: Evaluate jfsin“ xcos* xdx
Solution: Let I, , = [2sin®xcos* xdx

n-1
m+n

4-1 3 3( 2-1 31 1
NOW |4,4 :—4+4 |4’472 :g |4’2 zg(mlkzzj :§_g|4’0 :BI“

Wehave 1 =

S LTy = 1, = [rsint k=21 23T
1616 0 222 16

_3r
256

13. Problem: Evaluate IOZ x%\/Z—xdx

Solution: Let | = jozx%\/Z—xdx

Put x =2sin’6 = dx =4sin&cosHdé,
J2-x =+/2-2sin?0 =\/2(1—sin2 0) =~2cos? 6 =2 cos @

U.L: 2sin?0=2=sind=1=0=

NN

LL: 2sin?0=0=sind=0=60=0
sl= IO% (2sin? 6)’2 /2 cos 0.4sin O cos OO =16_|'0%sin4 @cos’ 0do =161,

=16.3—”['.' l,, _4-1, =§|

3 3
32| 42 412 422 }_

32 2

Ny
N
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Exercise 12( ¢)

I Evaluate the following integrals:
@) jfsin“ xdx (2) Esins xdx (3)[2sin®xdx (4)[2sin® xdx (5) [ cos® xdx
2 2 2

(6) j22 cos* xdx (7) ff cos* xdx (8) jf cos® xdx (9) Esin“ xdx (10) ff cos™ xdx

Il Evaluate the following integrals:

) J‘Oisin6 xcos® xdx  (2) L?sin3 xcos xdx (3) Esin3 x cos® xdx (4)]05sin3 x cos® xdx
(5) J'fsinf’ xcos® xdx  (6) J?sinz xcos® xdx (7) J.Ol X2 I—xdx (8) .[: x®/1— x?dx

Key concepts
b

1. If f is the derivative of F,then If(x)dx: F(x) +c,where c is a real constant. In this
case F called a primitive of f.

2.1f fisintegrable on [a,b]and if there is a differentiable function F on [a,b] such that

b
F'=f, then [ f(x)dx = F(b)—F(a).
3.Let f:[a,b] > Rbeanintegrable on [a,b]. Then we define .[ f (x)dx as the negative
b
b c a b
of [ f(x)dx,and forany ¢ in [a,b], [f(x)dx iszero. Thus | f(x)dx=~ [ f(x)dx,
a c b a

a b

j f (x)dx =0 and j f (x)dx = 0.

a b

4.Suppose that f and gare integrable on [a,b]. Then

(i) f +gis integrable on [a,b]and i(f +g)(x)dx =jl f (x)dx+j.g(x)dx.

b b
(i) Forany aeR,af isintegrable on [a,bJand [(af)(x)dx=a] f (x)dx.
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5.Let f:[a,b] > Rbebounded. Let ce(a,b).Then f isintegrable on [a,b]if and onl

if itis integrable on [a,c]as well as on[c,b] and, in this case,

_T f(x)dx = _C[ f (x)dx +T f (x)dx.

6.Let f :[a,b] — Ris continuous, then f ([a,b]) is closed and bounded interval in R.

7.Let f be integrable on [a,b], then the function h, defined on [a,b] as
b b
h(x) = f(a+b-x)forall xe[a,b], is integrable on [a,b]and J'h(x)dx:j f (x)dx.

8.Let f be integrable on [0,a], then the function h, defined on [0,a] as

h(x) = f(a—x)forall xe[a,b], is integrable on [a,b]and

a

T f (a—x)dx :j‘h(x)dx = [ £ (x)ax

0 0

9.Let f:[-a,a] >R beintegrable on [0,a], then the function f is either odd or even.

Then f is integrable on [—a,a]and

0 if f(x)is an oddfunction

[*fodx=1{_ _ _ _
-a 2]0 f (x)dx if f(x)is an evenfunction
10.Let f:[0,2a] > R be integrable on [0,a].
(i)If f(2a-x)=f(x) forall xe[0,2a], then function f is integrable on [0,2a]and
2a a
jo f (x)dx =2 jo f (x)dx.
(i) If f(2a-x)=—"f(x) forall xe[0,2a], then function f is integrable on [0,2a]and
2a
jo f (x)dx =0.
11.1f f and gare integrable on [a,b], then their product fg is integrable on [a,b].
12.Let u and v be real valued differentiable functions on [a,b]such that u’ and v’ are
b b
integrable on [a,b]and Iu(x)v'(x)dx=u(b)v(b)—u(a)v(a)—Iu’(x)v(x)dx.
13.Let nbe an integer greater than or equal to 2. Then
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S| S|
|
Al O

, If niseven

Ny

n-1
n

i

- if nisodd.

n_
z n n
j2sin"xdx=
0 n—
o

N|w N w
wlinn N -

14.Let nbe an integer greater than or equal to 2. Then

n-1n-3n-5 1xn . .
. ) . ...—.—, If niseven
Fcos”xdx: n n-2n-4 22
0 _ _ _
N-1n=3Nn-5 2 it nisodd.
n n-2n-4 3
15.Let mand n be positive integers. Then
L if n=1
m+1
n-1 n-3 2 1 nitisodd
m+n m+n—-2 m+3 m+1
J‘Esin”‘xcos“xdx: n_l. n-3 1 .m_l.m_s....l.z, if niseven and misodd
0 m+n m+n-2 m+2 m m-2 2 2
n_l. n-3 1 .m—llm—SWE’ if niseven and n =1 isodd.
m+n m+n-2 m+2 m m-2 3
i if m=1.
m+1
ANnswers
Exercise 12(a)
T 38 Vi T
I 10 (200 B= (4 —(06B) =B —
@ (2) ()2 ()3() 4() T

Exercise 12( b)

1 38
I M0 (2v2-1(3) 2—5 (45 6)1(6)2 M2

I (1)%2 (2) e? -1 (3) -

72
n o 2 (2)%(3)% (4)4—25

1

IV (1) %(2)glogs(3)%(4)ﬂ

Vs Vs T Vs Vs 5
V(@ 2 (2) " (3)2 (4) " ®) 2 (6)5
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Exercise 12( ¢)

3z 8 16 5r 16 3 3T 8 256 637
I (1)E (Z)E (S)E (4)E (S)E (6) ry (7) 6 (S)E (9)@ (10)53
2 2 1 2 1 2 Y/ 5z
I (Da (Z)E (3)E (4)@ (5)ﬂ (G)E (7)@ (8)ﬁ
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13. DIFFERENTIAL EQUATIONS

Introduction

Differential equations have applications in many branches of applications in
many branches of Physics, Physical chemistry etc. In this chapter we study some basic
concepts of differential equations and learn how to solve simple differential equations.

13.1 Formation of differential equations- Degree and order of an
ordinary differential equation:

The present section is aimed at defining an ordinary differential equation, forming
such an equation from a given family of surfaces or curves. We also define two concepts,
namely order and degree of an ordinary differential equation.

13.1.1 Definition: An equation involving derivatives with one dependent variable and
two or more independent variables is called a differential equation.

dz dz

Examples: (1) x—+y—=0
ples: (1) v ydy
2
(2) x(dzj +CI ZZ+dZ dz_4x+2y+2
dx dx® dx dy

13.1.2 Definition: An equation involving derivatives with one dependent variable and
exactly one independent variables is called an ordinary differential equation.

Examples: (1) xd );+3(dyJ +4xd—y:3x+2y
d dx dx

dz dzz dz

13.1.3 Definition: If a differential equation contains n™ and lower order partial

derivatives then the order of the differential equation is n
2

2
Examples: (1) xd );+3£d_yj +4xd—y:3x+2y order=2
dx dx dx

dzjz+ d3z dz

@) X(& dx? dx

13.1.4 Definition: The degree of the differential equation is the greatest power of the
highest order derivative involved in it.

=4x+2y+2 order=3

2
Examples: (1) xd y+3(dy) +4xdy 3X+2y degree=1

dx dx
2 4 2
(2) X(d j (dz] +((1Ijx22 j)z(—4x+2y+2 degree=4
4
y d’z ) ,_ _
3) ( 3J +3(dx j 3=0 degree=2
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13.1.5 Examples:

12
1. Order and degree of dy —— X arelandl respectively.
dx y**(1+x*?)

2

»75/3
2. Order and degree of % = {H(%j } are 2and 3 respectively.
X X

2 2 2 32
3. Order and degree of 1+(%} = {1{3—3/) } are 2and 4 respectively.
X X

Y4

d 2 3 d 2
4. Order and degree of (d—Zj +[d—yj =0 are 2and 2 respectively.
X X

d’y _dy dy ) . : o :
5. Order of —+ 2d—+ y =log ™ is 2and degree is not defined since the equation
X X X

cannot be expressed as a polynomial equation in the derivatives.

13.1.6 Note: The general form of an ordinary differential equation of n" order is

2 n
F[x, ,dy d );d {
dx

Y o —j:O or F(x,y,y®,y®,..y")=0.

13.1.7 Elimination of arbitrary constants:

Suppose that an equation y =¢(x, &, @,,..ct,) ...(I) where o, a,,...a, are
parameters (or arbitrary constants), representing a family of curves is given. Then by
successively differentiating (1), a differential equation of the form
F(x, y, y&, y(z),...y("))= 0 can be formed by eliminating the parameters o, ,,...c,.

This process is called formation of a differential equation by elimination of parameters
(or arbitrary constants).
13.1.8 Solved Problems:

2
1. Problem: Find the order and degree of the differential equation j Z =—p’y
X
. . . . .. d% )
Solution: The given differential equation is =P
X
L . .. dzy ] ] dzy )
Which is a polynomial equation in IR Hence degree is 1. Since e is the
X X

highest derivative occurring in the equation, its order is 2.
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2. Problem: Find the order and degree of the differential equation
3, )2 2
d—{ —3(%) —e* =4,
d x dx

d3y ’ dy )’
Solution: The given differential equation is (d—j —3(—) —e" =4

X dx
3 3
Which is a polynomial equation in d—yand d—{ The exponent of d 3; is 2.
dx dx d x
3
Hence degree is 2. Since d { is the highest derivative occurring in the
X

equation, its order is 3.
3. Problem: Find the order and degree of the differential equation

2. \Y3
xm(%j +x%+y=o.
X X

2. \Y3
Solution: The given differential equation is x"? (j {j + xg—y+ y=0.
X X

dy Y d?
It can be rewritten as (x—y+ yj 2| LY
dx d

XZ

2 2
Which is a polynomial equation in d—yand d )2/ The exponent of dy is 1.
dx d x d x®

d?y

X2

Hence degree is 1. Since is the highest derivative occurring in the

equation, its order is 2.

4. Problem: Form the differential equation by eliminate the arbitrary constants ¢ from
the equation y = cx—2c?

Solution: The given equationis y=cx—2¢>  ...(I)
Differentiate the above equation w.r.t x on both sides we get

dy _
&_c .11

From equations (I) and (I1) we get

2
(24
dx dx
2
Hence the required differential equation is y = x(ﬂ)— z(ﬂj

dx dx

5. Problem: Eliminate the arbitrary constants a,b from the equation y =ae* +be™
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Solution: The given equation is y =ae* +be™

Differentiate the above equation w.r.t x on both sides we get

dy =ae” —be™”
dx
Again differentiate the above equation w.r.t x on both sides we get
d’y =ae* +bhe " = d’y =y
d x? d x?
2
d x}: —y=0

2
Hence the required differential equation is 3 { —-y=0
X

6. Problem: Eliminate the arbitrary constants a,b from the equation y = ae®* +be ™
Solution: The given equation is y = ae™ +be >

Differentiate the above equation w.r.t x on both sides we get

dy =2ae* —2be™
dx
Again differentiate the above equation w.r.t x on both sides we get
2 2
d—{ =4ae?* +4be* = d ); = 4(ae2X + be_zx)
dx d x
d’y
= =4
d x? y
2
y
= —4y=0
d x? y
: : : . d?y
Hence the required differential equation is ~—4y=0
X

7. Problem: Eliminate the arbitrary constants a,b from the equation y = ae® +be™*
Solution: The given equation is y = ae* +be ™

Differentiate the above equation w.r.t x on both sides we get

dy =3ae® —3be >
dx
Again differentiate the above equation w.r.t x on both sides we get
2 2
d Y —9ae™ +9be ¥ = d—{ =9(ae™ +be ™)
d x d x
d’y
= =9
ax )
S 9 400
d x?
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2
Hence the required differential equation is 3 { -9y=0
X

8. Problem: Eliminate the arbitrary constants a,b from the equation y =acos x +bsin x

Solution: The given equation is y =acos x +bsin x

Differentiate the above equation w.r.t x on both sides we get

ﬂ:—asin X +bcos x
dx

Again differentiate the above equation w.r.t x on both sides we get

2 2
j 3gz—acosx—bsinx:> : Z:—(acosx+bsinx)
X

X

d’y
d x?
d’y

X2

=

=Y

=

+y=0

2

Hence the required differential equation is d { +y=0
X

9. Problem: Eliminate the arbitrary constants a,b from the equation
y =acos2x+bsin2x

Solution: The given equation is y =acos2x+bsin 2x

Differentiate the above equation w.r.t x on both sides we get

ﬂ =-2asin 2x + 2bcos 2x
dx

Again differentiate the above equation w.r.t x on both sides we get

d’y : d’y .

> =—4acos2x—4bsin 2x= > =—4(acos2x+bsin 2x)
dx dx

d’y
= =—4

d x? y

d’y
= +4y=0

d x? y

2

Hence the required differential equation is d Z +4y=0
X .

10. Problem: Eliminate the arbitrary constants a,b from the equation
y =acos3x +bsin3x

Solution: The given equation is y = acos3x+bsin 3x

Differentiate the above equation w.r.t x on both sides we get
dy =—3asin 3x+ 3bcos 3x
dx
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Again differentiate the above equation w.r.t x on both sides we get

d? y d’y .
=—9ac0s3x—9bsin3x= — =—9(acos3x+bsin3x)
d x? d x
d’y
= =-9
d x? y
d’y
= +9y=0
d x? y
2
Hence the required differential equation is d Z +9y=0
X

11. Problem: Eliminate the arbitrary constants a,b from the equation y = ae®* +hbe*
Solution: The given equation is y = ae** +be**

Differentiate the above equation w.r.t x on both sides we get

Y _ 962 + 306>
dx

= dy _ Z(ae2X +be** )+ be**
dx

:>ﬂ=2y+be3X
dx

:>d—y—2y= be**
dx

Again differentiate the above equation w.r.t x on both sides we get
2 2
dy Ay g 4y ody 3(dy y)

dx?> dx dx®> dx dx
2
SN P P
d dx dx
2
o 9y LW W ey
dx dx  dx
d’y dy
= — +6 0
d x? dx y=

2

dy dy L6y = O
dx

12. Problem: Eliminate the arbitrary constants a,b from the equation y = ae** +be™*

Hence the required differential equation is

Solution: The given equation is y = ae** +be

Differentiate the above equation w.r.t x on both sides we get

dy =4ae** —3be*
dx

W 4(ae™ +be ™) - 7he ™
dx
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= dy _ 4y —The
dx

= ﬂ—4y =—7he™*
dx

Again differentiate the above equation w.r.t x on both sides we get
2
dy ,dy (~8be)

dx?  dx
d’y , dy ax
£Y 4 3(-7me ™)
2
= d >2/_ ﬂ:— ﬂ_4y
dx dx dx
2
= d {— ﬂ:— ﬂ+12y
dx dx dx
2
= B Y3 1oy -0
dx dx dx
2
= 9V W g0
dx® dx

. : .. d’ dy
Hence the required differential equation is T " 4 -12y=0
X X -
13. Problem: Eliminate the arbitrary constants a,b from the equation
Xy = ae* +be ™ + x?

Solution: The given equation is xy = ae* +be™ + x?

= Xy —x* =ae* +be™*
Differentiate the above equation w.r.t x on both sides we get

xd—y— 2x =ae* —be™™
dx
Again differentiate the above equation w.r.t x on both sides we get
2
X d z +ﬂ—2:aeX +be™
dx® dx
2
y  dy 2
= X +—=—2=Xy—X
dx*  dx X

Hence the required differential equation is x d 32 +%—2 =Xy — X

X X
14. Problem: Eliminate the arbitrary constants a,b from the equation y = ae” + bxe”
Solution: The given equation is y = ae* +bxe*

Differentiate the above equation w.r.t x on both sides we get
Y _gex +b(xe* +e*.1)
dx
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= =ae* +bxe* +be*

ay
dx
_dy
— =y +be*
T T
dy
— —y =he*
= ™ y =be
Again differentiate the above equation w.r.t x on both sides we get
d? y _dy _pe*
dx* dx
d’y dy _dy_
dx* dx dx
d’y ,dy

— 0
d x? dx+y

2
L PL 0

dx
15. Problem: Eliminate the arbitrary constants a,b from the equation

Hence the required differential equation is

y =e*(acos 2x+bsin 2x)

Solution: The given equation is y =¢* (acos 2X +bsin 2x)

Differentiate the above equation w.r.t x on both sides we get

% =(acos2x +bsin 2x).e* +e* (—2asin 2x + 2bcos 2x)
X

= % =g (acos 2X+bsin 2x)+eX (—2asin 2Xx+ 2bcos 2x)

X
= % =y +e*(—2asin2x+2bcos 2x)
X

= 3_y_ y =e*(—2asin 2x+ 2bcos 2x)
X

Again differentiate the above equation w.r.t x on both sides we get

d’y _dy i o :
T d (—2asin 2x+2bcos 2x).e* + e* (—4acos 2x —4bsin 2x)
d’y dy
AT *(—2asin 2x+2bcos 2x)—4 e* (acos 2x +bsin 2x)
d’y dy (dy ]
o Xy |-4
T Adx dx (dx y y
2
= d Z—ﬂ ay_ -4y
dx® dx dx
2
S 4y Al g g
dx® dx dx
2
= 4V oW sy0
dx dx
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2

Hence the required differential equation is : ); —2%+5y: 0
X X :

16. Problem: Eliminate the arbitrary constant a from the equation y = asin™ x
Solution: The given equation is y =asin™ x 0]

Differentiate the above equation w.r.t x on both sides we get

Y _o 1

dx 1-x?
:>\/1—x2%=a ()
X
Eliminate a from the above equations we get

y=+1-x2 %sinl X
X
= y% =/1-x*sin™* x
y

Hence the required differential equation is y% =1-x*sin"x
y .

Exercise 13( a)

I Find the order and degree of the following differential equations:

5/3 2 q
g o X , 4%y _ 1+(QT 3144 _ 1+(ﬂT
Sk Y (1+x?) o dx? dx o ldx dx

13 y2 T4 2 379/5
d’y dy d’y _dy dy d?y (dy
4. — =05 —+2—=+y=Ilog| —= | 6. +| — =06y.
dezl +(dxj } ax dx Y Og(dxj dx* \dx y

Il Eliminate the arbitrary constants from the following equations:

—nx

1. y=ae™ +be™ 2. y=ae™ +be™ 3. y=ae™ +be
4. y=acos4x+bsin4dx 5. y=acosb5x+bsin5x 6. y=acosnx-+bsinnx

7. y=ae*+be™ 8. y=ae ™ +he™ 9. y=e”(acos3x+bsin3x)
10. y=e™ (acosnx+bsinnx) 11. y=c(x—c)’

13.1.9 Solution of a differential equation:

Solution: A solution of a differential equation is a relation between dependent variable,
independent variables and along with some arbitrary constants satisfying the differential
equation.

General solution: A solution of a differential equation in which the number of arbitrary
constants is equal to the order of the differential equation is called the general solution.
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Particular solution: A particular solution of a differential equation is a solution obtained
by giving particular values to the arbitrary constants in the general solution.

13.2 Solving differential equations:

In this section we discuss methods to solve some first order first degree differential

equations. Since first order first degree differential equations contains terms like g—yand
X

some terms involving xand y,a general first order first degree differential equation is of

the form %: f(x,y), where f isa function of xand vy.
X

Throughout our discussion in the rest of the chapter, unless otherwise mentioned,
a differential equation means a first order first degree ordinary differential equation.

13.2(a) Variables separable method:

If the differential equation is of the form 3—y = f(x,y) can be expressed as
X

% = F(x)G(y) then it can be solved by the method of variables separable
X

Examples: (1) ﬂ:ﬂ
dx 3y+2

(2) dy =sin2x.cos3y
dx
13.2(a).1 Solved Problems:

1. Problem: Solve dy _x
dx vy
Solution: The given equation is dy_x
dx vy

Which is a first order and first degree differentialequation
It can be solved by the method of variables separable

ydy = xdx

= Xdx—ydy =0

Now taking integration on both sides we get
J.xdx—.fydy =IO

2 2
= xX’—y’=2c

Hence the required solutionis x*—y* =2c

2. Problem: Solve Y- Y
dx X
Solution: The given equation is y_y
X X

Which is a first order and first degree differential equation
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It can be solved by the method of variables separable
dy _d
y X
= dy_ox =0
y X
Now taking integration on both sides we get

[Y-f5=lo

y X
= logy—-logx=Ilogc
X=Iogc:>lzc: y =CX
X X

Hence the required solution is y = cx

= log

3. Problem: Solve dy_x+l
dx y+2
Solution: The given equation is dy = x+l
dx y+2
Which is a first order and first degree differential equation
It can be solved by the method of variables separable
(y+2)dy =(x+1)dx
= (x+1)dx—(y+2)dy=0
Now taking integration on both sides we get

J(x+1)dx—J(y+2)dy=fO

2 2
= [X—+ xj—[y—+2yj=c
2 2

2 2

= ———+X-2y=¢C
2 2 y

= X’ -y’ +2x-4y=C
Hence the required solution is x*—y*+2x—-4y=C

2

4. Problem: Solve dy _ 1=y

dx V1-x?

2
Solution: The given equation is @ ‘/1—y2
dx V1-x

Which is a first order and first degree differential equation
It can be solved by the method of variables separable

dy iy

dx  {1-x?
dx

dy
Y — =
JI-y: A1-x
Now taking integration on both sides we get

dy dx
Iﬂ_.[ﬂ_jo

0
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=siny—sin"'x=c¢
Hence the required solution is sin™ y—sin" x=c¢

2
5. Problem: Solve Q:‘/H_yz
dx 1+X

Solution: The given equation is dy _ i+ y2
dx V1+x
Which is a first order and first degree differential equation

It can be solved by the method of variables separable
dy_ [y’
dx  V1+x?
dx

dy
:> —
\/1+ y? J1+x2
Now taking integration on both sides we get
dx _J‘O

j\/ld _I\/1+x

=sinh™y-sinh™x=c

2

=0

Hence the required solution is sinh ™y —sinh™ x=c¢

dy _1+y*

6. Problem: Solve 5
dx 1+x

dy 1+y?

dx 1+x°

Which is a first order and first degree differential equation
It can be solved by the method of variables separable

dy _1+y°
dx 1+ x?
dy dx

1+y> 1+%°
Now taking integration on both sides we get

j1+y -[l+x _IO

=tany—-tan" x=c¢
Hence the required solution is tan™y—tan™' x=c¢

Solution: The given equation is

=0

dy 1+%°

7. Problem: Solve >
dx 1+y

2
Solution: The given equation is dy = 1+ Xz
X 1+y
Which is a first order and first degree differential equation
It can be solved by the method of variables separable
dy 1+x°

dx 1+y°
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= (1+ yz)dy:(l+ xz)dx

= (1+x*)dx—(1+y*)dy =0

Now taking integration on both sides we get
= I(l+ xz)dx—j(1+ y*)dy :IO

X3 y3
= | X+— |[-| y+= |=c¢C
5

= x’-y’+3x-3y=C
Hence the required solution is x*—y® +3x-3y=C
8. Problem: Solve ay _ ey
dx

X+y

=€

Solution: The given equation is dy
X

Which is a first order and first degree differential equation
It can be solved by the method of variables separable

= e Vdy =e*dx
= e‘dx—e’dy=0
Now taking integration on both sides we get
= J'exdx—je’ydyzjo
= e —(-e’)=c
=e‘+e’ =c
Hence the required solution is e* +e” =c
9. Problem: Solve y(@+x)dx+x(1+y)dy=0
Solution: The given equation is y(1+ x)dx+ x(1+ y)dy =0

Which is a first order and first degree differential equation
It can be solved by the method of variables separable
y(L+ x)dx+x(1+ y)dy =0
= y(@@+x)dx=-x(1+ y)dy
(1+x) dx = — 1+y)
X

= (1+£)dx+(1+ljdy=0
X y

Now taking integration on both sides we get

= (1 Jocs 13y~ fo

=Xx+logx+y+logy=Ilogc
=Xx+y+logxy=logc

= dy
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c
:>x+y:IogX—y

=e" = <
Xy

=xye*’ =c
Hence the required solution is xye*” =c¢

10. Problem: Solve (1- xz)g—y+ Xy = 5X
X
Solution: The given equationis (1—x?) j—y+ Xy = 5x
X

Which is a first order and first degree differential equation
It can be solved by the method of variables separable

(l—xz)% =5X— Xy

2y dy
= (1 x)&_(S y)X
dy  xdx
5-y 1-x*
dy xax
5-y 1-x
Now taking integration on both sides we get

dy xdx
=ley Il
=—log(5- y)+%|og(1—x2) =logc

’ 2
:>Iog[ ;—x ]:Iogc

=0

’ 2
== 1-x =c

5-y

=V1-x* =c(5-Y)
Hence the required solution is v1-x* =c(5-)

11. Problem: Solve  3e” tan ydx +(1—e")sec’ ydy =0

Solution: The given equation is 3e* tan ydx+(1—e* )sec’ ydy =0
Which is a first order and first degree differential equation
It can be solved by the method of variables separable
3e” tan ydx = —(1-e")sec’ ydy
3e* _sec’ ydy

= dx =
1-e* tany
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X 2

3e dx+ sec” ydy 0

1-¢* tany
Now taking integration on both sides we get

X 2
J- 3e : dx+jsec ydy :J-O
1-e tany

=-3log(l—e*)+log(tan y) =logc

any

=1
(1—ex) ogc

=log

3

_ _ftany
(1-e)

— tan yzc(l—ex)3

Hence the required solution is tany = c(l—ex)3

12. Problem: Solve %:H xtan(y—x)
X

Solution: The given equation is ? =1+xtan(y—x) 0]
X
Which is a first order and first degree differential equation
It can be solved by the method of reducing to variables separable
put y—x=1z
|
:ﬂ_l_gjd_y_dz (1

dx dx dx dx
From equations (I) and (I1) we get

%+1=1+xtanz

X
z
= —=xtanz
dx
dz
—— =xdx
tan z

= cotzdz—xdx=0
Now taking integration on both sides we get
= jcotzdz—jxdx=J.0
X2
=logsinz——=c
2
X2
=log(sin(y—x))—-—=c
g(sin(y-x))-=
X2
=log(sin(y—x))=—+c¢
g(sin(y-x))==
X2
Hence the required solution is log (sin(y— x)) = ?+c
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13. Problem: Solve %=(3x+ y+4)
X

Solution: The given equation is g—y =(3x+y +4)2 (1
X
Which is a first order and first degree differential equation
It can be solved by the method of reducing to variables separable
put 3X+y+4=z
I
:>3+ﬂ:$:>%=$—3 n
dx dx dx dx
From equations (I) and (I1) we get
dz

—-3=7°

dx

= E=22+3
dx
2dz _ dx
2°+3
de —-dx=0
z2°+3

Now taking integration on both sides we get

= [ fax=fo

1 4 2
=-——tan'—=—-x=c¢

VRN

jitan_l (Mj_x =C

NG NG

Hence the required solution is itan‘l (Mj —X=C

NG g

14. Problem: Solve j_y: tan® (x +y)
X

Solution: The given equation is g—y =tan’(x+y) ()
X
Which is a first order and first degree differential equation
It can be solved by the method of reducing to variables separable
put x+y=z
I

:>1+ﬂ:%:ﬂ:%—l an

dx dx dx dx
From equations (1) and (I1) we get

dz
—_1=tan’z
dx
= ﬁztanzz+1:> E:seczz
dx dx
dz
= > =dx
sec’ z
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= cos’zdz—dx=0
Now taking integration on both sides we get

= Icoszzdz—jdx=_[0
j1+cgszde—IdX=JO
:%( Jldz+jcosszz)—x=c
z+Sin22]—x—c
> -

_X+sm2(x+ y)j:C

U

NIk NI N

U

2

Hence the required solution is %[ y— X+ sin 2(2X+ Y)] —c

dy x(2logx+1)

dx  siny+ycosy

dy x(2logx+1) 0
dx siny+ycosy

Which is a first order and first degree differential equation
It can be solved by the method of variables separable

(siny+ycosy)dy =x(2logx+1)dx
= x(2log x+1)dx—(siny+ycosy)dy =0
Now taking integration on both sides we get
=N Ix(ZIogx+1)dx—f(sin y+ycosy)dy :IO

= I%(xz log x)dx—J'(;j—y(ysin y)dy =0

15. Problem: Solve

Solution: The given equation is

= x*logx—ysiny=c
Hence the required solution is x*logx—ysiny=c

Exercise 13( b)

I Solve the following differential equations:

— 2 2 2
1. d—y:—x+l 2. ﬂ: : Xz 3. ﬂ: L+ X2 4. ﬂ:1+x2 5. ﬂzaﬂy
dx y+1 dx \1-y dx \1+y dx 1+y dx

dy 2 dy dy .
6' - 7. — —
Yy X_dX a(y +dxj X COS(X+ y)+sm(x+y)
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8. e cot ydx +(1—e")cosec’ ydy =0 9. (e’ +1)cos xdx+e’ sin xdy =0

dy 2 dy dy . dy 2 dy 2
10. y—x —==3|1 —= | 11. —=e"712. = =(3x+4y+1)"13. —= =(4x 1
ymx dx ( o dxj dx dx (Sx+dy+1) dx (4x+y+l)

dy 2 2 dy 2 dy X2 +y? dy X— 2,
14. £ =(9x 12) 15. (x— < =a°16. y ==xe*" 17. L =e*¥ + x%e"
dx ( Ty ) ( y) dx y dx dx i

18. tan ydy + x cos® ydx = 0 19. % = e +x%X* 20. (x+ y)2 % =a’
X X

21. J1-x?sin™ xdy + ydx = 022. %:(x+ y)223. %:xy+x+ y+1
X X

24, \/(1+ X*)(1+y?)dx+xydy =0 25. xy/1+y?dx+yx/1+Xx*dy =0

13.2(b) Homogeneous differential equation:

13.2(b).1Definition: A function f(x,y) of two variables xandy is said to be a
homogeneous function of degree nif f (kx,ky) =k"f (x,y) for all values of k for which
both sides of the above equation are meaningful.

13.2(b).2Example: f(x,y) =4x*y +2xy® is a homogeneous function of degree 3.

£ (kx, ky) = 4(kx)? (ky) + 2(k)(ky)? = 4k3X2y + 2k°xy?
=k (4x%y +2xy* ) =K*f (x, y).

13.2(b).3Definition: A differential equation is of the form 3_y = f(x,y) of first order
X

and first degree differential equation is called a homogeneous in xand y if the function
f(x,y) is a homogeneous function of degree zero in xandy

13.2(b).4Examples: (1) & —X*3Y
dx 2x+y

dy 4x*+2x
(2 L=
dx y

13.2(b).5Solved Problems:

1. Problem: Solve y? +x? g_y: xyﬂ

X dx
Solution: The given equation is y* + x° ay _ xy%
dx dx
dy dy 2
X2 L —xy—2=—
- dx y dx y

d
xy) =y’
2

WY 0)

:>(x2

dx  x*—xy
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Which is a first order and first degree differential equation
2

take f(x,y)=— y

2

X2 — Xy
(ky)’
= f(kx,ky) =——F
(kx)" = (kx) (ky)
:>f(kx,ky)=—k2xl§fyk2)q/:>f(kx,k)’)=—%

2

= f (kx, ky) = —k° Xzy

= f (kx,ky) =k°f (x, y)

Which is a homogeneous function of degree zero.
Hence equation () is a homogeneous differential equation.

puty:vx:ﬂ:vjtxy (1
dx dx
From equations (I) and (I1) we get
dv (vx)?
VEX—=——"
dx  x?—x(vx)
=SV+ xﬂ =— VX’
dx x*(1-v)
dv. V2
SV+X— =
dx (1-v)
dv. -2 dv. —vi—v+Vv? dv. —v
X— = VX —=— S X— =
dx (1-v) dx (1-v) dx (1-v)
1— _
:>( v)dv _ dx
v X
1-v)d
:>( V) v +d_x =0
v X

Now taking integration on both sides we get

el

v

1 d
:Ivdv—jldwrj‘?x:fo
=logv-v+logx=c
=logvx—-v=c

=log y—X:c
X

Hence the required solution is log y—l =C
X .

2. Problem: Solve xdy — ydx =/x* + y?dx

Solution: The given equation is xdy — ydx =+/x* + y*dx

= xdy =/X* + y*dx + ydx
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= xdy =(1/x2 +y? + y)dx
= x% =(«/x2 +y° + y)
X
dy X +Y +y
= =" ()
dx X
Which is a first order and first degree differential equation

2 2
take f (X, y) = —\/X+Xy+y

(k)" + (ky)" +(ky)

= f (kx, ky) =

(kx)
202 | L2,2 K{+ 2 2
= Hocky) =LY k) - b - )

2 2
— f(kaky) =k° XY Yt (kx ky) = KO (%, y)
X

Which is a homogeneous function of degree zero.
Hence equation () is a homogeneous differential equation.
puty:vx:ﬂ:wxy ()]
dx dx
From equations (I) and (I1) we get

dv x? +(vx)2 +VX

V4+X— =
dx X
2
:>v+x%: XV14VZ 4+ VX
dx X
x(\/1+v2 +v) dv
SV+HX— = = V+X— =1+V? +v
dx X dx
L =1+V°
dx
dv dx
= ==
Vi+v: o X
v dx _

0

=

Vi+v2 X
Now taking integration on both sides we get
e[S fo

1+v: 7 X
=log(v++/v* +1)—log x =logc

2
:Iog(w\/)\(/ +1J

=logc

X

’ 2 2
:{wj:c:v+\/v2+1:cx:>l+ (lj +1=cx
X X
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2 2 2 2 2 2
+X +X + +X
ST VAL SN S LALE. SN A5 SARE S
X X

X x> X

=y+4y +x* =cx’

Hence the required solution is y++/y? +x? =cx?

3. Problem: Solve xdy — ydx —xcos? L dx
X
Solution: The given equation is xdy — ydx = x cos® = dx
X
= xdy =xcos’ Y + ydx
X

= xdy :(xcosz% + y) dx

y 2 Y
Xcos® 2 +y xcos® >
= x W [ xcos? Y +y N A TN
dx X dx X dx X
SN AR A (D
dx X X
Which is a first order and first degree differential equation
take f (x, y) = cos’ Y.y
X X
= f (kx, ky) =cos’ % +k_y
X

= f (kx, ky) :c032¥
= f(kx,ky) =Kk°f (X, )

Which is a homogeneous function of degree zero.

Hence equation () is a homogeneous differential equation.

kx
Yo f(kx,ky):k"(coszi +¥j
X X X

put y=vx:>d—y=v+xﬂ (m
dx dx
From equations (I) and (I1) we get
dv » VX VX
V+X— =C0S" — +—
dx X X
dv )
= V+X— =C0S°V +V
dx
dv ) dv dx
= X— =C0$°V = =—
dx cos’v X

dx
=sec’vdv = —
X

dx
—=sec’vdv —— =0
X

Now taking integration on both sides we get
dx
sec’vdv—|—=10
J =]

=tanv—-logx=c
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:tanl—logx=c
X

Hence the required solution is tan Y logx=c
X .

4. Problem: Solve y_y +tanY
dx X X
Solution: The given equation isd—y =Y and M
dx X X
Which is a first order and first degree differential equation

take f(Xx,y) = Y itand
X X

= f (kx, ky) =% +tan%

— f (k¢ ky) = - +tani:>f(kx,ky):k°(y— +tanlj
X X X X

= f (kx,ky) =k°f (x,y)
Which is a homogeneous function of degree zero.
Hence equation () is a homogeneous differential equation.
puty:vx:d—y:v+xﬂ (m
dx dx
From equations (I) and (I1) we get

dv  vx VX
V+X— =—+tan—

X X X

dv
:>v+xd— =tanv +v

X
dv dv dx
= X—=tanV = — =—
dx tanv X

dx
= cotvdv =—
X

= cotvdv —d—):( =0
Now taking integration on both sides we get
dx
cotvdv—|—=1|0
Jeotvdv-[ ===
=logsinv—logx=1logc

sinv
=log——=logc
X

sinv
— =
X
= sin Y cX
X
Hence the required solution is sin Y _ex
X .
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5. Problem: Solve (1+ e%jdx+eyy (1—5 ]dy =0

y
The given equation is(1+ eyyjdx+eyy [1—5 jdy =0
y
Solution: = (1+e%)dx=—eyy (1—5de
y
o ° (1_X]
SN A - (1
dy (1+e/yj

Which is a first order and first degree differential equation

i
take f (X, y) =—————==
(")
l+e

e

(1+e%j
eyy(l—xj
= f (ot ky) = ———— 2

(1+eyyj

= f (kx,ky) =k°f (X, y)
Which is a homogeneous function of degree zero.
Hence equation () is a homogeneous differential equation.
dx dv
put Xx=vy = —=v+y— (1
dy dy
From equations (I) and (I1) we get

dv e% (1_WJ

Viy—=— y

dy (1+ e%j

IV D)
ydy B (1+ev)

dv_ e'(1-v) dv  e(1-v)+v(l+e)

= f(kx,ky) = —

& re) T Ty T T (e

dv (e —ve'+v+ve') dv  e'4v
>Yy—=— >y—=- .
dy (1+e") dy 1+e
- 1+eV dv :_d_y
v+e y
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:1+ev dv+ﬂ
v+e y

Now taking integration on both sides we get
1+e" dy
dv+|—=|0
[ o (Y

=0

v+e'
=log(v+e")+logy=Ilogc
=log(v+e’)y=logc
=(v+e')y=c
:,[Le%jy:c
y

£x+ye%J
= y y=c

:>(x+ ye%’):c

Hence the required solution is (x+ ye

X

)

C

Exercise 13( ¢)
I Solve the following differential equations:

M 2. xﬂ=y+xe%
X“+y d

1. xdx+ ydy = .

Key concepts

1. An equation involving derivatives with one dependent variable and two or more
independent variables is called a differential equation.

2.An equation involving derivatives with one dependent variable and exactly one
independent variables is called an ordinary differential equation.

3.1f a differential equation contains n™ and lower order partial derivatives then the order
of the differential equation is n

4.The degree of the differential equation is the greatest power of the highest order
derivative involved in it.

5.The general form of an ordinary differential equation of n" order is

dy d’y d"y O y@
Fl x,y,—,—,... =0or F(Xx,Y, , =0.
( y dx dx?  dx" ( Yy y )

6. A solution of a differential equation is a relation between dependent variable,

independent variables and along with some arbitrary constants satisfying the differential
equation.
7.A solution of a differential equation in which the number of arbitrary constants is equal

to the order of the differential equation is called the general solution.
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8. A particular solution of a differential equation is a solution obtained by giving
particular values to the arbitrary constants in the general solution.

9. If the differential equation is of the form %z f(x,y) can be expressed as
X

% = F(x)G(y) then it can be solved by the method of variables separable
X

10.A function f(x,y) of two variables xandy is said to be a homogeneous function of
degree nif f(kx,ky) =k"f(x,y) for all values of k for which both sides of the above
equation are meaningful.

11. A differential equation is of the form 3_y = f(x,y) of first order and first degree
X

differential equation is called a homogeneous in xand y if the function f(x,y) isa
homogeneous function of degree zero in xand y

Answers
Exercise 13(a)

I 1. 11 2. 23 3.24 4.2,25.2,06. 2,1
Il 1. y"-16y=0 2. y"-25y=03. y"—n’y=0
4, y"+16y=05. y"+25y=06. y"+n’y=0

7.y"+y -2y=0 8. y"+y'-12y=0 9. y"-4y'+13y=0

Y\ 8y?-0

3
10. y"—2my’+(m*+n®)y =0 11. (ﬂj —4xy 2
dx dx

Exercise 13( b)

x? y’° X [ 7 1. y 7 1.
| 1. X+—=y+Z—+Cc 2. =4/1-X"+=SIn"" X==41—-y° +=sIn +C
2 y 2 2 2 2 y 2 y

3 3

X | 7, 1. y 2, 1. X y
3. =1+ X +=sinh™ x=Z4/1+y° +=sinh +C4. X+—=y+=—+¢C
2 2 2 y 2 y 3 y 3

X

-y
2 s 8 _ce Y =c(a+x) 7. 1+tan(mj=ceX
loga loga 1-ay 2

8. (e"-1)coty=c 9. (¢’ +1)sinx=c 10. =c(y-3) 11. e* —e ¥ =c12.

(3x+1)
3x+4y+1:J§tan(J§x+c) 13. 4x+y+1=2tan(2x+c) 14.

X—y-a

9x+y+12=3tan(3x+c) 15. 2y =alog
X—y+a

16. e (1+ g X ) =C
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3 N

17. L yex—e¥ —=¢ 18 x®+tan?y =2¢c 19. &

+e*—e’ =c¢

20. y:atanl(XLzyj+c 21. ysin™ x=c22. x+y =tan(x+c)23. X/ =c(y+1)

24. Iogx+|og(\/1+ X2 —1)+\/1+ X2 +\/1+ y?=c 25 J1+%° +\/1+ y? =c

Exercise 13( ¢)

[ x2+y2+2tanl(éjzc 2. Iogx+e_% =c
y
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14. PERMUTATIONS AND COMBINATIONS
Introduction:

The first known use of permutations combinations goes back to 6" century B.C.
when Susruta in his medical work Susruta Samhita finds 63 combinations out of 6

different tastes by taking one at a time, two at a time etc. Later in the 3" century B.C., a
Sanskrit scholar Pingala in his book Chandassastra used permutations and combinations
to determine the number of combinations of a given number of letters by taking one at a
time, two at a time etc. The concept of permutations and combinations was treated as a
self contained topic in mathematics under the name of Vikalpa by renowned

mathematician Mahavira in 9" century A.D. The credit of stating several important
theorems and results on the subject matter of permutations and combinations goes to the
by renowned scholar Bhaskaracharya. He treated this topic under the name Anka Vyasha
in his famous book Leelavathi Ganitham.

The theory of permutations and combinations in the present sense first appeared in

the book Ars Conjectandi written by the renowned mathematician Jakob Bernoulli in 17"
century A.D. which was published in 1713 A.D. after his death.

We must have come across situations like choosing five questions out of eight
questions in a question paper or which items to be chosen from the menu card in a hotel
etc. We discuss such situations in this chapter. This chapter permutations and
combinations is an important chapter in algebra in view of a number of applications in a
day- to- day life and in the theory of probability. While learning permutations and
combinations we should be in a position to clearly see weather the concept of a
permutation or the concept of a combination is applicable in a given situation. In general,
a combination is only a selection while a permutation involves two steps, namely,
selection and arrangement. For example, forming a three digit number using the digits
1,2,3,4,5is a permutation. This involves two steps. In the first step we select three digits,
say 2,4,5. In the second step, we arrange them to form a three digit number such as
245,452,542 etc. Forming a set with three elements using the digits 1,2,3,4,5is a
combination. This involves only one process, namely, selection of three elements, say
2,4,5.Then the element set formed is {2,4,5} which is same as the sets {4,5,2},{5,4,2}
etc. Thus whenever there is importance to the arrangement or order in which the objects
are placed, then it is a permutation and if there is no importance to the arrangement or
order , but only selection is required, then it is a combination. These notations will help
us to arrive the number of arrangements or combinations without actually counting them.

Before going into formal definitions, we introduce factorial notation, which is
required to calculate the number of permutations and combinations. If n is a positive
integer, we define n! (read as n factorial) by mathematical induction as follows.

I'=1and n'=n.(n-)!if n>1.

For example, 2!=2.(1) =2

31=3.(2)=3.2=6
41=4.(3))=4.6=24
51=5.(41) =5.24 =120 etc.
By convention, we define 0!=1
Throughout this chapter the letters n, r denote nonnegative integers unless
otherwise mentioned.
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14.1 Fundamental Principle of Counting- Linear and Circular

Permutations:
Before giving formal definitions of linear and circular permutations, we first
learnt about the Fundamental principle of Counting, which plays a very crucial role in the
development of the theory of permutations and combinations.

14.1.1 Fundamental Principle of Counting:
If a work w, can be performed in m different ways and second work w,can be
performed (after the work w;, has been performed in any one of the m ways) in n

different ways, then the two works (one after the other) can be performed in mn different
ways.
This principle can be understood help of the following two examples.

14.1.2 Example: If a man has 4 different coloured trousers T,,T,,T,,T,and 3different
coloured shirts S,,S,,S;, then he can select a pair (a trouser and a shirt) in 4x3=12

different ways as explained below.
In this example, we take w; as selecting a trouser which can be performed in 4

different ways and w, as selecting a shirt which can be performed in 3 different ways.

They are
Tlsl TlsZ TISS

TZSl Tzsz Tz Sa
T381 Tssz Tass
T481 T4sz T483

14.1.3 Example: If there are 4 different modes of transport available to travel from
Hyderabad to Chennai, namely, bus, car, train and aeroplane (we denote these by
M,,M,,M,, M, respectively) and 3 different modes of transport from Chennai to

Bangalore, namely, bus, train and aeroplane (we denote these by N,,N,,N,

respectively), then how many different modes of transport are available for a person to
travel from Hyderabad to Bangalore (via Chennai)?
Here the work w, is to travel from Hyderabad to Chennai, which can be

performed in 4 different ways and the work w, is to travel Chennai to Bangalore, which

can be performed in 3 different ways. Therefore, by the fundamental principle, the two
works can be done in 4x3=12 different ways. That is a person can travel from
Hyderabad to Bangalore in 12 different ways. They are

MlNl MlNZ M1N3

MZNl MZNZ M2N3
M3N1 M3N2 M3N3
M,N,  M,N, M, N,

In this, M,;N, means that the person travels by bus from Hyderabad to Chennai
and again by bus from Chennai to Bangalore. M, N, means that the person travels by car

from Hyderabad to Chennai and by aeroplane from Chennai to Bangalore etc.
Now we give the definition of a linear permutation.

14.1.4 Definition: From a given set of elements (similar or not) selecting some or all of
them and arranging them in a line is called a linear permutation or simply a permutation.
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14.1.5 Example: (i) From the letters of the word MINT, two letter permutations are
MI, IM, MN, NM, MT, TM, IN, NI, IT, TI, NT, TN.

(if) From the letters of the word RUNNING, permutations with three letters are
RUN, UNN,GUR,GUN,NNN etc. and permutations with four letters are
RUNN, UNIG, GNUN, NNIN etc.

(iii) Using the digits 1,2,3,4,5 permutations with two digits are 12,13,32 etc.
permutations with three digits are 123,324,513 etc. and permutations with four digits are
1234,4351,5124 etc.

Next we define the circular permutation in the following.

14.1.6 Definition: From a given set of things (similar or not) choosing some or all of
them and arranging them around a circle is called a circular permutation.

14.1.7 Example: Some of the circular permutations formed using the digits 1,2,3,4are
1234,2134,3142 etc. The important difference between a circular permutation and a

linear permutation is that a linear permutation has a first place (also a last place), where as
a circular permutation has no starting place. It can be treated as starting from any one of
the elements in it. But how the other elements are arranged relative to this (starting)
element is to be taken into consideration.

Similarly, the linear permutations 1234,4321,3214,2143 give rise to only one
circular permutation.

Thus in a circular permutation where the first element is placed is not important
but how the remaining elements are arranged relative to that element is important.

In some cases like garlands of flowers, chains of beads etc., there is no distinction
between the clockwise and anti- clockwise arrangements of the same circular
permutation. They will be treated as a single circular permutation. In such cases, the two
circular permutations described above will be treated as a single circular permutation.
14.1.8 Example: Write all possible (i) linear (ii) circular permutations using the digits
1,2,3,4taken three at a time.

Solution: (i) Required linear permutations are

123 124 134 234

231 241 341 342
312 412 413 423
132 142 143 243
321 421 431 432

213 214 314 324
Thus the number of linear permutations using the digits 1,2,3,4 taken three at
atimeis 24.
(i) Required circular permutations are
123 124 134 234
132 142 143 243
Thus the number of circular permutations using the digits 1,2,3,4 taken three
atatimeis 8.

14.1.9 Permutations of ndissimilar things taken r at a time:
Here after by a permutation we mean a linear permutation in which no object is
used more than once (that is, a permutation without repetition). If repetition is allowed

317



any where, it will be clearly mentioned. In example 14.1.8, we have exhibited that the
number of permutations of 4 dissimilar things taken 3at a time 24. But if the number of
given things and (or) the number of things to be arranged is large, then it is not eas to
enumerate the permutations like in example 14.1.8.

Hence we develop a formula without proof to find the number of such permutations
in the following.
14.1.10 Theorem: If n,r are positive integers and r < n, then the number of permutations

of ndissimilar things taken ratatimeis n(n—-1)(n—2)....(n—r +1)

14.1.11 Notation: The number of permutations of n dissimilar things taken r at a time is
denoted by Np Or P(n,r).However, we use the notation Np, only. Thus, for 1<r <n,
Np =N (n-)(n-2)...(n—r +1) and we write Np = 1by convention.

n!

(n—r)!

14.1.12 FormulaZ If n>1and 0 <r <n,then np =

For 1<r < n,from the Theorem 14.1.10, we get

Np = nin-1)(n-2)..(n—r+1)
_nn-H(n-2)..(n-r+)(n-r)(n-r-1)..321
- (n—r)(n-r-1)..3.2.1

Y
(h=r)!

n! n!
(n—0)! n!
14.1.13 Note: n, =nland np =1

n 0

By convention, nF,O =

14.1.14 Theorem: For 1<r<n, np =n.(n —1)P(H)
(n=1)! n.(n-1)! n!
= = = nP .
(n=-0—-r-1]' [(n-r)1] (-t 7
14.1.15 Note: From the above formula we also get
Np =N (n _1)P(r—1)

=N. (n —1)(” o 2) P(r72)
=n. (n-1)(n-2)(n- 3)P(r—3)

n. (n _1)P(r—l

)=n.[

14.1.16 Theorem: Letn,r be positive integers and 1<r <n,then
np =(N-Dp +r.(n —1)P(H)

14.1.17 Permutations when repetitions are allowed:

We have learnt about the number of permutations of ndissimilar things taken r
at a time, when repetition of things not allowed. Now we learnt about the number of
permutations of ndissimilar things taken r at a time when each thing is can be repeated
any number of times (That is, when repetition of things is allowed).

14.1.18 Theorem: Let n,r be positive integers. If the repetition of things is allowed,
then the number of permutations of ndissimilar things taken ratatimeis n".
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14.1.19 Theorem: The number of circular permutations of n dissimilar things taken all at
atimeis (n-1)!

14.1.20 Note: In case of like garlands of flowers, chains of beads etc., there is no
distinction between the clockwise and anti- clockwise arrangements of the same circular
permutation. They will be treated as a single circular permutation. In such cases, number

of circular permutations of ndissimilar things taken all at a time is E(n -1!
14.1.21 Theorem: The number of linear permutations of n things in which p things are

I
alike and the rest are different is %

14.1.22 Theorem: The number of linear permutations of n things in which there are p
like things of one type, q like things of second type, r like things of third type and the
plglr!’

14.1.23 Combinations:

At the beginning of this chapter, we have exhibited the difference between a
permutation and a combination. A combination is only a selection. There is no
importance to the order or arrangement of things in a combination. Thus a combination
of n things taken r at a time can be regarded as a subset with r elements of a set
containing nelements. The number of combinations of n dissimilar things taken r at a

rest are different is

time is denoted by n. or C(n,r) or (nj
r r

14.1.24 Theorem: The number of combinations of ndissimilar things taken r at a time is
) Np n!
. Thatis n. =—=—+—"7"—
roortori(n-r)!
14.1.25 Corollary: The number of different subsets of r elements of a set containing n
elements is Ne, -

r!

denoted by

14.1.26 Theorem: If n,r are integers with 0 < r < n,then Ne, =Nc. .
14.1.27 Corollary: For any positive integer n, Ne, =N, =1

14.1.28 Theorem: If m,n are distinct positive integers then the number of ways of

(m+n)!

min!
14.1.29 Corollary: If m,n, p are distinct positive integers then the number of ways of
dividing things (m+n+ p) into three groups containing m things, n things and p things

dividing things (m+ n) into two groups containing m things and n things is

_ (m+n+p)!

° min!p!

14.1.30 Corollary: The number of ways of dividing 2n dissimilar things into two equal
.. L . 2n!

groups containing n things in each is St
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14.1.31 Corollary: The number of ways of dividing mn dissimilar things into m equal
mn!

m!(nH)"

14.1.32 Corollary: The number of ways of distributing mn dissimilar things equally
mn!

()"

14.1.33 Theorem: For 0<r,s<n, if Ne, = ncs,then either r=sorr+s=n

14.1.34 Theorem: If 1<r <n, then n; L0, = (n +1)Cr

groups containing n things in each is

among m persons is

14.1.35 Theorem: If 2<r <n, then Ne ,+ 2.nCH +Ne, = (n+ 2)Cr

14.1.36 Theorem: If p things are alike of one kind, g things are alike of second kind
and r things are alike of third kind, then the number of ways of selecting any number of
things (one or more) out of these (p+q+r) thingsis (p+1)(q+21)(r +1)-1.
14.1.37 Corollary: The number of ways of selecting one or more things out of n
dissimilar things is 2" —1.
14.2 Simple Problems:

In this section we find the solutions of some simple problems related to permutations

and combinations.
14.2.1 Solved Problems:

1. Problem: If Np, =1680, find n.

Solution: We know that ny, is the product of 4 consecutive integers of which n is the

largest.

That is Np, = n(n—1)(n—2)(n—3) and1680=8x7x6x5

On comparing the largest integers, we get n=8.

2. Problem: If (n+1)p :np =3:2, find n.
Solution: We know that (n +1)PS =(M+Yn(n-1)(n-2)(n-3)
and Np, = n(n-1)(n—2)(n—3)(n—4)

(n +1)PS

(n+Hn(n-Y(n-2)(n-3) _ 3
n(n—-1)(n-2)(n-3)(n—-4) 2

Given (n+1)P5:nP5:3:2:> =§:>

(+1) 8 L oni2—3n_12 =n-14
(n-4) 2

3. Problem: Find the number of ways of permuting the letters of the word, PICTURE so
that
() all vowels come together
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(i) no two vowels come together

(iii)  The relative position of vowels and consonants are not disturbed.

Solution: The word PICTURE has 3 vowels (I,E,U) and 4 consonants (P,C,T,R).
(i) Treat the 3 vowels (I,E,U) as one unit. Then we can arrange 4 consonants and
1 unit of vowels in 5!'ways. Hence the number of permutations in which the 3
vowels come together is 5! x 31=720.

(i) First arrange the 4 consonants (P,C,T,R) in 4!ways. Then in between the
vowels, in the beginning and in the ending, there are 5 gaps as shown below
by the letter X.

x [] x [] x[] x [] x

In these 5 gaps we can arrange the 3 vowels in 5P3 ways. Thus the number of
words in which no two vowels come together is 4!x5p =24x60 =1440.

(i) The 3 vowels can be arranged in their relative positions in 3!ways and the 4

consonants can be arranged in their relative positions in4!ways.

viclclviclvic

The required number of arrangements is 3! x 41=144.

4. Problem: If the letters of the word PRISON are permuted in all possible ways and the
words thus formed are arranged in dictionary order. Find the rank of the word ‘PRISON”.
Solution: The letters of the word PRISON are P, R, I, S, O, N

The letters of the word PRISON in dictionary order are I, N, O, P, R, S. In the
dictionary order, first we write all words that begin with I. If we fill the first place with I,
then the remaining 5 places can be filled with remaining 5 letters in 5! ways. That is there
are 5!'words that begin with I. Proceeding like this, after writing all words that begin with
I, N, O, we have to write the words that begin with P. Among them first come the words
with first two letters P, 1. As above there are 4! such words. On proceeding like this, we
get

l-———- — 5! words
N————— — 5!1'words
O---—-—- — 5! words
Pl - —-—-—— 4l words
PN - —-—-—-—4!words
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PO - - - - — 4!'words
PRIN — — — 2! words
PRIO - - — 2!'words
PRIS N — — 1l words
PRISON —1 word.

Hence the rank of the word PRISON is 3x5! +3x44+2x24+11+1 = 438.

5. Problem: Find the sum of all 4-digit numbers that can be formed using the digit
1,3,5,7,9.

Solution: We know that the number of 4-digit numbers that can be formed using the
given 5 digits is 5F,4 =120. Now we find their sum.

We first find the sum of the digits in the units place of all these 120 numbers. If we
fill the units place with 1 as shown below,

HREA

then the remaining 3 places can be filled with the remaining 4 digits in 4p ways. This
means, the number of 4 digits having 1 in units place is 4P3. Similarly, each of the digits

3,5,7,9 appear 24 times in units place. By adding all these digits we get the sum of digits
in units place of all these 120 numbers as
4 x1+4p x3+4p x5+4p xT+4, x9=4, x25.
3 3 3 3 3 3

Similarly, we get the sum of digits in tens place as 4F,3 x25.

Since it is in 10’s place, its value is 4F>3 x25x10.

Similarly, the value of the sum of digits in 100’s place as 4P3 x25x100 and the value of
the sum of digits in 1000’s place as 4F,3 x25x1000.

Since it is in 10’s place, its value is 4p x25x10.

Hence the sum of all 4-digit numbers that can be formed using the digit 1,3,5,7,91is
4F,3 x25 + 4F,3 x25x10 + 4F,3 x25x100 +4F>3 x25x1000 = 4F>3 x25x1111=24x25%x1111=6,66,600.

6. Problem: Find the number of 4 letter words that can be formed using the letters of the
word PISTON in which at least one letter is repeated.

Solution: The word PISTON has 6 letters. The number of 4 letter words that can be
formed using these 6 letters when repetition allowed is 6* and repetition allowed is 6F,4 .

Hence the number of 4 letter words that can be formed using the letters of the word
PISTON in which at least one letter is repeated is 6* —6p, =1296 —360 = 936.

7. Problem: Find the number of ways of seating 5 Indians, 4 Americans and 3 Russians
at a round table so that

0] all Indians sit together
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(i) no two Russians sit together

(iii)  Persons of same nationality sit together.
Solution: (i) Treat the 5 Indians as one unit. Then we have 4 Americans, 3 Russians and

1 unit of Indians =8 entities.
They can be arranged at a round table in (8 -1)!= 7! ways.

Now the 5 Indians among themselves can be arranged in 5! ways. Hence, the
required number of arrangements is 7! x 5!.repeated is 6* —6F,4 =1296 — 360 = 936.

(ii) First we arrange 5 Indians and 4 Americans around a table in (9—1)!= 8! ways.

Now there are 9 gaps in between these 9 persons (one gap between any two consecutive
persons). The 3 Russians can be arranged in these 9 gaps in 9F,3 ways. Hence, the

required number of arrangements is 8! x 9F,3 :

(iii) Treat the 5 Indians as one unit, 4 Americans as one unit and 3 Russians as one unit.
These 3 units can be arranged at a round table in (3—1)!= 2! ways. Now the 5 Indians

among themselves can be arranged in 5! ways. Similarly, the 4 Americans among
themselves can be arranged in 4! ways and 3 Russians among themselves can be
arranged in 3! ways. Hence, the required number of arrangements is 2! x 5! x 41 x 3L

8. Problem: Find the number of different chains that can be prepared using 7 different
coloured beads.
Solution: We know that the number of circular permutations of hanging type that can be

formed using n things is %(n —1)!. as one unit. Hence, the number of different ways of

]
preparing the chains is %(7 -I= % = 360.

9. Problem: Find the number of ways of arranging the letters of the words

()  INDEPENDENCE (ii) MATHEMATICS (iii) SINGING

(iv) PERMUTATION  (v) COMBINATION  (vi) INTERMEDIATE

Solution: (i) The word INDEPENDENCE has 12 letters in which there are 2 D’s, 3 N’s
12!

and 4 E’s. Hence, they can be arranged in ————— ways.
21 x 3! x 41
(if) The word MATHEMATICS has 11 letters in which there are 2 M’s, 2 A’s and 2 T’s.
|
Hence, they can be arranged in N ways.
21 x 21 x 21
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(iii) The word SINGING has 7 letters in which there are 2 I’s, 2 N’s and 2 G’s. Hence,

. 71
they can be arranged in ———*  ways.
y 9 21 x 21 x 21 Y

(iv) The word PERMUTATION has 11 letters in which there are 2 T’s. Hence, they can

. |
be arranged in le—l ways.

(v) The word COMBINATION has 11 letters in which there are 2 C’s, 2 O’s and 2 N’s.

Hence, they can be arranged in i ways.

21 x 21 x 21
(vi) The word INTERMEDIATE has 12 letters in which there are 3 E’s, 2 I’sand 2 T°s.
Hence, they can be arranged in _ 1t ways.

3l x 21 x 21

10. Problem: Find the number of ways of selecting 4 English, 3 Telugu and 2 Hindi
books out of 7 English, 6 Telugu and 5 Hindi books.
Solution: The number of ways of selecting

4 English books out of 7 English books :7C4
3 Telugu books out of 6 Telugu books = 6C3
2 Hindi books out of 5 Hindi books =S¢,
Hence, the number of required ways =7 x 6 x 6 =35x 20x10 = 7000.

11. Problem: Find the number of ways of selectingllmember cricket team from 7
batsmen, 6 bowlers and 2 wicket keepers so that team contains 2 wicket keepers and at
least 4 bowlers.

Solution: The required cricket team have the following compositions.

Bowlers | Wicket Keepers Bats man | Number of ways of selecting team
4 2 p— =
5 6C4 X ZC2 X 7(:5 15x 1x 21 =315
5 2 3

6C5 X 2(:2 X 7C4 =6x1x35 =210
6 2 5
6Ce X 2C2 X 7C3 =1x1x35 =35

Hence, the number of ways of selecting the cricket team is =315+ 210 + 35 = 560.
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4
12. Problem: Prove that 25. +>(29- Mg, =30, -
r=0

Solution: We have by theorem ...... Ne , +Nc, = (n +1)Cr

25¢, + g(zg -1,
= 25, +| 25, +26¢ +27 +28c +29, |
= (25¢, +25¢, )+ 26¢, +27¢, +28¢, +29¢,
= 26, + 26, +27¢, +28¢, +29 | 25¢, +25, =26, |
= (26¢, +26¢, )+ 27, +28c +29
=27, +27, +28c, +29¢, |+ 26¢ +26, =27, |
~ 28, +28¢, +29, | 27¢, +27¢, =28, |
=29, +29¢, | 28¢, +28¢, =29, |
=30, |+ 29¢, +29, =30, |

13. Problem: If no =nc_, thenfind 50. .

Solution: We have by theorem ...... If nc =nc_, then n=r+s.
If no. =n._, then n=21+27=48.
21 27
Now 50, =50 =>2*4%_ 25, 49-1205
" 8 2x1

14. Problem: Find the number of ways of forming a committee of 5 members out of 6
Indians, and 5 Americans so that always the Indians will be in majority in the committee.
Solution: The required committee have the following compositions.

Indians(6) Americans(5) | Number of ways of selecting committee

5 0 6 5 =6x1=6
CSX CO_ X 1=
4 1

6c x 5. =15x5=75
5 ) 00

6C3 X 5C2 =20x10=200

Hence, the number of ways of selecting the committee of 5 members out of 6 Indians,
and 5 Americans so that always the Indians will be in majority in the committee is
=6+ 75+ 200 = 281.

325



Exercise 14( a)

1. 10f Np, =1320, then find n.
2.1f np =42ng , thenfind n.
3.If (n +1)F>5 g, =2:7, thenfind n.
4.1f 18, :17p =9:7, thenfind r.

5. Find the number of ways of permuting the letters of the word, TRIANGLE so that
(i all vowels come together

(i) no two vowels come together

(iii)  The relative position of vowels and consonants are not disturbed.

6. Find the number of ways of permuting the letters of the word, MONDAY so that
Q) all vowels come together

(i) no two vowels come together

(iii)  The relative position of vowels and consonants are not disturbed.

(iv)  No two vowels occupies even places.

7. If the letters of the word BRING are permuted in all possible ways and the words thus
formed are arranged in dictionary order. Find the rank of the word ‘BRING’.

8. If the letters of the word REMAST are permuted in all possible ways and the words
thus formed are arranged in dictionary order. Find the rank of the word ‘REMAST”.

9. If the letters of the word MASTER are permuted in all possible ways and the words
thus formed are arranged in dictionary order. Find the rank of the word ‘MASTER’.

10. Find the number of ways of seating 8 Men and 4 Women around a table so that

(1) all Women sit together
(i) no two Women sit together

11.Find the sum of all 4-digit numbers that can be formed using the digit 1,2,4,5,6.



12.Find the number of ways of arranging the letters of the words

(i)  ASSOCIATIONS (i) CHEESE (iii) MISSING

(iv) MISSISSIPPI (v) SPECIFIC (vi) INTELLECTUAL

13. Find the number of ways of selecting 4 Boys and 3 girls from a group of 8 Boys and 5
girls.
14. Find the number of ways of selecting 3 Boys and 3 girls from a group of 6 Boys and 7
girls.

15. Simplify 34C5 +§(38— r)C4

16. If N, =210, then find n.

17.1f 10.nc, =3(n +1)C3, then find n.
18. If Ne, =N, then find 13 .

19. Find the number of ways of selectingl1member cricket team from 7 batsmen and 6
bowlers so that team contains at least 5 bowlers.

Key concepts

1. From a given set of elements (similar or not) selecting some or all of them and
arranging them in a line is called a linear permutation or simply a permutation.

2.From a given set of things (similar or not) choosing some or all of them and arranging
them around a circle is called a circular permutation.

3.1fn,r are positive integers and r <n, then the number of permutations of n dissimilar

things taken ratatimeis n(n—-1)(n—2)..(n—r +1)
4.The number of permutations of n dissimilar things taken r at a time is denoted by Np,
or P(n,r).However, we use the notation Np only. Thus, for 1<r <n,
Np =N (n=1)(n-2)...(n—r+1) and we write Np = 1by convention.
n!

5.1f n>land 0<r <n,then np =——

r (n-n)!
6. Np = nin-)(n-2)..(n—r+1)

=n! =
7.np =nland np =1
8.Letn,r be positive integers and 1< r < n, then
Np =(N-1p +r.(n —1)P(H)

9.Let n,r be positive integers. If the repetition of things is allowed, then the number of

permutations of n dissimilar things taken ratatimeis n'.
10. The number of circular permutations of n dissimilar things taken all at a time is
(n=1)!



11.1In case of like garlands of flowers, chains of beads etc., there is no distinction between
the clockwise and anti- clockwise arrangements of the same circular permutation. They
will be treated as a single circular permutation. In such cases, number of circular

1
permutations of n dissimilar things taken all at a time is E(n -1!
12.The number of linear permutations of n things in which p things are alike and the

. . n!
rest are different is —

1. The number of linear permutations of n things in which there are p like things of one
type, q like things of second type, r like things of third type and the rest are different is
n!
plgir!
13.The number of combinations of ndissimilar things taken rat a time is denoted by

n
Nc, Of C(n,r) or (rj

14.The number of combinations of ndissimilar things taken rat a time is denoted by
n n I

" Thatis ng = F-_ "

r! roortori(n-r)!

15. The number of different subsets of r elements of a set containing n elements is Ne, -

16.1fn,r are integers with 0 <r <n,then Ne, =Nc. .
17.For any positive integer n, ne =nc =1

18.1f m,n are distinct positive integers then the number of ways of dividing things
(m+n)!
m!n!
19.1f m,n, p are distinct positive integers then the number of ways of dividing things
(m+n+p)!
min!p!
20. The number of ways of dividing 2n dissimilar things into two equal groups
2n!
2!n!n!
21.The number of ways of dividing mn dissimilar things into m equal groups
mn!
m!(n))"
22.The number of ways of distributing mn dissimilar things equally among m persons
mn!

(n)”

23.For 0<r,s<n, if nCr =nCS,then either r=sor r+s=n

(m+n) into two groups containing m things and n things is

(m+n+ p) into three groups containing m things, nthings and p things is

containing n things in each is

containing n things in each is

is

24.1f 1<r <n, then Ne N = (n +1)Cr

25.1f 2<r<n, then ne ,+ 2.ncr71 +Ne = (n+ 2)Cr



26.1f p things are alike of one kind, q things are alike of second kind and r things are
alike of third kind, then the number of ways of selecting any number of things (one or
more) out of these (p+q-+r) thingsis (p+1(q+21)(r+1) -1.
27.The number of ways of selecting one or more things out of n dissimilar things is
2" —1.
Answers

Exercise 14(a)

1.12 2,12 3.11 4.5 5. (i) 6!x3! (ii) 5!x 6, (iii) 5! x 3!

6. (i) 5!x 3! (ii) 41x 5, (iii) 41x 2! (iv) 3, x4! 7.59 8. 3919. 257

. . . 12! .6l . 7!
I x 41 I e 2 -
10. (i) 8> 4l (ii) 7! x8,  11. 4,79,952 12. (i) TFETNETYET (i) 3 (iii) b 3]
. 11! 8! : 12!
(iv) FTYTOTT (v) TET (vi) TETET 13. 8¢, x5, 14. 6. x7 15 39(:5

16.10 17.9 18. 78 19.6¢ x 7 +6¢ x 7c =63



15. PROBABILITY
Introduction:

Probability is an important branch of mathematics that deals with the phenomena
of chance or randomness. In daily life, we talk informally about the possibility of some
event to happen. For example, while leaving the house in the morning on a cloudy day,
one may have to decide to take an umbrella even if it is not raining because it may
possibly rain later in the day. The theory of probability is developed initially to explain
such type of decisions mathematically. In other words, Probability is a measure of
uncertainty.

Historically the theory of probability has its origin to gambling and games of
chance. Chevalier de Mere (1607 -1685), a French gambler approached a French

mathematician Blaise Pascal (1623-1662) to find a solution to a problem related to
gambling. After giving a solution to Chevalier’s problem, Pascal made correspondence
with another French mathematician Fermat (1601—1665) to lay the foundations of the
theory of probability.

The first attempt towards giving some mathematical rigour to this subject was
done by the French mathematician, astronomer and physicist Laplace (1749 —1827).In

his monumental work “Theorie analytique des probabilities ”, Laplace gave the classical
definition for the probability of an event.

The theory of probability, as we learn today is due to the contribution of Anderi
Nikolaevich Kolmogorov (1903 -1987)a Russian topologist and probabilist. He laid the
set theoretic foundation to probability in his classic work “foundations of theory of
probability”, in 1933.

Although probability theory was initiated in the field of gambling, it now plays an
essential role in several branches of Science and Engineering. It is extensively used in the
study of genetics to help understand the inheritance of traits. In Computer science,
probability theory plays an important role in the study of the complexity of algorithms.
This extensive application makes it an important branch of study.

In this chapter, we shall restrict our study to random experiments that result in
finitely many, equally likely outcomes. We shall define probability in a classical way and
also through the axiomatic approach. Then we introduce some key concepts like equally
likely, mutually exclusive, independent events and conditional probability. We shall state
without proof the addition theorem, the multiplication theorem and illustrate their
applications through some examples.

15.1 Random Experiments and events:

Theory of probability is a study of random or unpredictable nature of experiments.
It is helpful in investigating the important features of these experiments. A preliminary
knowledge of set theory and permutations and combinations is a pre-requisite for the
study of this topic. We shall first introduce some key concepts and terminology that is
necessary to develop the theory.
15.1.1 Definition: An experiment that can be repeated any number of times under

identical conditions in which:
(i) All possible outcomes of the experiment known in advance,

(if) The actual outcome in a particular case is not known in advance, is called a random
experiment.
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We shall now give some examples of random experiments.
15.1.2 Examples: (i) In an experiment of tossing an unbiased coin, we have only two

possible outcomes: Head (H) and Tail (T). In particular trial, one does not know in
advance, the outcome. This experiment can be performed any number of times under
identical conditions are rational fractions. Therefore it is a random experiment.

(ii) Rolling a fair die is also a random experiment. If we denote the six faces of the cubic
die with the numbers 1,2,3,4,5and 6, of tossing an unbiased coin, then the possible
outcome of the experiment is one of the numbers 1,2,3,4,5 or 6 appearing on the

uppermost face of the die. The six faces of a die may also contain dots in numbers
1,2,3,4,5,6. In any case, we shall identify the faces of a die, hereafter with the numbers

1,2,3,4,5,6.
(iii) Tossing a fair coin till a tail appears is also a random experiment.

The experiments such as measuring the acceleration due to gravity using a simple
pendulum and measuring the volume of a gas by increasing the pressure, keeping the
temperature fixed are not random experiments.

In the discussions that follow in this chapter, by a coin and a die, we mean always
an unbiased (or fair) coin and unbiased (or fair) die unless specified otherwise.

15.1.3 Definitions: (i) Any possible outcome of a random experiment g is called an
elementary or simple event.

(ii) The set of all elementary events (possible outcomes) of a random experiment g is
called the sample spaceS, associated with g.That is,Sis the sample space of a random
experiment g if every element of S is an outcome and every performance of g results
in an outcome that corresponds to exactly one element of S.

(iii) An elementary event is a point of the sample space.

(iv) A subset Eof S, is called an event. That is, a set of elementary events is called an
event.

(v) An event E is said to happen (or occur) if an outcome of the experiment belongs to
E. Otherwise, we say that E has not happened (or not occurred)

(vi) The complement of an eventE, denoted by E°, is the event given by E° =S—E,
which is called the complementary event of E.

(vii) The empty set ¢ and set S, being trivial subsets of S, are called impossible event and
certain (definite) event respectively.
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15.1.4 Examples: (i) In the experiment of ‘tossing a coin’ the sample space S is given by
S={HT}, where H stands for head and T stands for tail. Occurrence of H and

occurrence of Tare the only two elementary (simple) events, while the occurrence of
either Hor T is a certain (definite) event.

(ii) In the experiment of rolling a die, the sample space S={1,2,3,4,5,6}.Occurrence of

a number <6on the uppermost face of the die is a certain (definite) event, where as
occurrence of an even number on the uppermost face of the die is an event.

15.1.5 Remark: Note that the sample space Sof a random experiment o may or may not

be finite. Throughout this chapterS is taken to be either finite or countably infinite ( A
set Sis said to be countably infinite if there exists a bijection from Sto N, the set of

natural numbers)

Observe that the sample spaceS of the experiment given in examples (i), (ii) of
15.1.2 are finite, while that of example (iii) is countably infinite.

15.1.5 Definitions: (i) Two or more events are said to be mutually exclusive if the
occurrence of one of the events prevents the occurrence of any of the remaining events.
Thus events E,E, E;...E, are said to be mutually exclusive if E nE;=¢ for

i j,1<i, j<k.

(i) Two or more events are said to be equally likely (or equiprobable) if there is no
reason to expect any one of them to happen reference to the others.

(iii) Two or more events are said to be exhaustive if the performance of the experiment
always results in the occurrence of at least one of them.

Thus events E,,E,,E,,...,E, are said to be exhaustive if E, UE, UE, U...UE, =S.

The following examples illustrate these concepts.

15.1.6 Examples: (i) In the experiment of rolling a die, the event
E, : Occurrence of an even number (on the face of the die) and

E, : Occurrence of an odd number (on the face of the die) are number mutually
exclusive events. They are also exhaustive.

(ii) In the experiment of rolling a pair of dice, let us consider the following events:
E,: Asum7 (of the numbers that appear on the uppermost faces of the dice)

E,: Asum6 (of the numbers that appear on the uppermost faces of the dice)
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E,: Asum5 (of the numbers that appear on the uppermost faces of the dice) and
E,: Asum>7 (of the numbers that appear on the uppermost faces of the dice)

Observe that the events E,,E,, E, are mutually exclusive events, while the eventsE,

and E,are not mutually exclusive.

(iii) If a coin is tossed, occurrence of a head H and occurrence of a tail Tare equally
likely. (iv) In the experiment of rolling a die, the events:

E, : Occurrence of an even number
E, : Occurrence of an even number and

E,: Occurrence of 1 on the face that shows up are exhaustive, but not mutually
exclusive.

15.2 Definition of probability:

In this section, we shall start with the classical definition of probability given by
Laplace. Next we give the statistical (empirical) definition. We shall then present the
Kolmogorov’s axiomatic approach to probability which overcomes the short comings of
the earlier versions.

15.2.1 Definition: If a random experiment results inn exhaustive, mutually exclusive and
equally likely elementary events and m of them are favourable to the happening of an
event E, then the probability of occurrence of E (or simply occurrence of E) denoted by

P(E) is defined by P(E) :%

From the definition it is clear that for any event E, 0< P(E) <1

Since the number of elementary events or outcomes not favourable to this event is
(n—m), the probability of non-occurrence of the event E, denoted by P(E®), is given by

pEc)=""1

—1-M_1_pE)
n

. PE)+PE") =1
15.2.2 Examples:

1. Example: Two dice are thrown. We now find the probability of getting the same
number on the both faces.
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Solution: LetE be the event of getting the same number on both the faces of the two
dice. So, the number of cases favourable to E =6. The total number of elementary events
6 1

or the points on the sample space =6x6=36.Hence P(E)= %6

2. Example: An integer is picked from 1 to 20, both inclusive. Let us find the
probability that it is a prime.

Solution: The sample space Sconsists of 20 points. LetE be the event that the number
picked is a prime. Then E ={2,3,5,7,11,13,17,19}. Then the number of elements inE is 8.
Hence the required probability is P(E) = 2% = %

3. Example: A bag contains 4 red, 5black and 6 blue balls. Let us find the probability
that two balls drawn at random simultaneously from the bag are a red and a black ball.

Solution: Total number of balls in the bag=4+5+6=15. From out of these balls, two

balls can be drawn in15; = 15;14 =105 ways.

Out of 4red balls, one ball can be drawn in 4Cl =4 ways and out of 5 black balls, one
ball can be drawn in 5Cl =5 ways. If E is the event of getting a red and a black ball in a
draw, the number of cases favourable to E =4x5=20.

20 4

Hence the required probability is P(E) = —=—.
q p yis P(E) 105" 71

4. Example: Ten dice are thrown. Find the probability that none of the dice shows the
number 1.

Solution: We can express the sample space of this experiment as a list of 10 tuples
formed with the symbols 1,2,3,4,5and 6.( An n"tuple is an orderly arrangement ofn

numbers). There are 6" such entries, all of which are equally likely.

Let A be the event that none of the dice shows the number 1. The number of outcomes
that do not have the number 1 is the number of 10™ tuples whose elements are chosen
from the symbols 2,3,4,5and 6. The number of such 10~ tuples is 5.

510 5 10
Hence the required probability is P(A) = & = (Ej :

15.2.3 Limitations of classical definition of probability:

The classical definition of the probability has the following limitations:
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(i) The outcomes of a random experiment are not equally likely, then the probability of an
event in such an experiment is not defined. For instance, the probability of a student

passing an examination is not > as the outcomes of pass and failure in an examination
are not equally likely.

(ii) If the random experiment contains infinitely many outcomes, then this definition

cannot be applied to find the probability of an event in such experiment. For example,
either in the random experiment of tossing a coin until tail appears or choosing a natural
number, there are infinite number of outcomes.

In order to overcome these deficiencies we now consider the relative frequency
approach to the definition of probability.

15.2.4 Relative frequency (or statistical or empirical) definition of probability:

Suppose a random experiment is n repeated times, out of which an event E

occurs m(n) times. Then the ratio r, :w is called the n"th relative frequency of the
n

event E.Now consider the sequence r,r,,1;,....I,,... If r, tends to a definite limit, sayl, as
ntends to infinity ie,limr, =I,then | is defined to be the probability of an event Eand

we write P(E)=limr, =I.
15.2.5 Deficiencies of the relative frequency definition of probability:
From the above definition we observe the following deficiencies:

(i) Repeating a random experiment infinitely many times is practically
impossible.

(ii) The sequence of relative frequencies is assumed to tend to a definite limit,
which may not exist.

(iii) The values r,r,,1;,...,r,are not real variables. It is therefore not possible to
prove the existence and the uniqueness limit of r as r, - o, by applying the methods
used in calculus.

15.2.6 Axiomatic approach to probability:

Let S be the sample space of a random experiment . Then the set S of all
subsets of is called the power set of Sand is denoted by P(S).Observe that the set of all
possible events of this experiment is the power set of S.
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We now introduce Kolmogorov’s axiomatic approach to the theory of probability,
which overcomes the short comings (deficiencies)of both the definitions 15.2.1 and
15.2.4

15.2.7 Definition: Let Sbe the sample space of a random experiment ¢ which is finite.

Then a function P:P(S) — R satisfying the following axioms is called a probability
function:

(i) P(E) = OVE € P(S) (axiom of non-negativity)

(ii) P(S) =1 (axiom of certainity)

(iii) IfE,,E, e P(S) and E, NE, = g¢then P(E, UE,) = P(E,) + P(E,)
(axiom of additivity)

For each E e P(S), the real number P(E) is called the probability of the event E.
15.2.8 Note: (i) P(¢) =0 for any sample spaceS,Suw ¢ =S,Sn¢ = ¢,
P(S) =P(Suw¢) =P(S)+P(¢) = P(¢) =0.
(if) If S is countably infinite, then axiom (iii) of the above definition is to
be replaced by (iii)": If {En}:’f=l is a sequence of pairwise mutually exclusive events, then

P[Q Enj = 2'3(5”) (axiom of countable additivity)

(if) Suppose S is the sample space of a random experiment . Let P be a probability
function. If E,,E,,E,,...,E are finitely many pairwise mutually exclusive events, then

P(E, UE, UE,u..UE,)=P(E,)+P(E,)+P(E;)+...+P(E,)
Without proof we give the following theorem.

15.2.9 Theorem: Let Sbe the sample space of a random experiment g and P be a
probability function on P(S). Then

(i) P(¢)=0
(i) If EC is the complementary event of E, then P(E®) =1-P(E)

(iii) 0SE <1 VECS.
(iv) If E, cE, thenP(E, —E,)=P(E,)-P(E,)

(v) If E,cE, thenP(E,)<P(E,)
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15.3 Addition and multiplication theorems on probability:

In this section we shall state the addition theorem of probability without proof.
Next we define a conditional event, conditional probability and state the multiplication
theorem of probability.

15.3.1 Addition theorem on probability: If E,E, are any two events of a random
experiment and P is a probability function, then

P(E,UE,)=P(E,)+P(E,)-P(E,NE,).
15.3.2 Remarks:

(i) In the discussion that follows, unless otherwise specified, by a probability function we
mean a function that satisfies all the properties mentioned in the definition (15.2.7).

(i) Suppose that the sample space of a random experiment is a finite set S and
p:S— Rbesuch that p(a)>O0forall aeSand >’ p(a)=1.Forany event

aeS

P(E){Z p(@) if Exg

aeS

0 if E=¢

Thus any function p defined from S into the set of non-negative real numbers
satisfying Z p(a) =1defines a probability function.

aeS

(iii) Some set-theoretic descriptions of various events, useful in solving problems on
probability are listed below.

(a) If event A orevent B to occur, set theoretic description: AuB

(b) If both events A and B to occur, set theoretic description: AnB
(c) If neither A nor B to occur, set theoretic description: (Au B)C =A° NB°

(d) If Aoccursand B does not occur, set theoretic description: A~ B°

15.3.3 Definition: Suppose A and B are two events of a random experiment. If the event
B to occurs after the occurrence of the event A, then the event: happening of B after the

happening of the event A, is called a conditional event and it is denoted by B|A.

Similarly happening of A after the happening of the event B is denoted by A|B.

337



15.3.4 Definition: If A and B are two events of a sample space S and P(A) = 0, then the
probability of event B after the occurrence of the event A is called a conditional
probability of B given A and it is denoted by P(B|A):

P(ANB)
P(A)

P(ANB)

P(B) ;P(B)=0

We define P(B|A)= ;P(A) =0 Similarly P(A|B)=

15.3.5 Multiplication theorem on probability: If Aand B are two events of a random
experiment with P(A)>0and P(B)>0, then P(A~B) =P(A)P(B|A) =P(B)P(A|B)

15.3.6 Solved Problems:
1. Problem: Find the probability of throwing a total score of 7 with 2 dice

Solution: The sample space S of this experiment is given by

(11, 2),13),(14),15),16),(2,2).(2,2),(2,3),(2,4),(2,5),(2,6),
$=1(31).,(3,2),(3,3).(3,4).(3,5).(3,6),(4,1),(4,2),(4,3),(4,4),(4,5),(4,6),
(5,1).,(5,2),(5,3),(5.4),(5,5),(5,6),(6,1), (6, 2),(6,3),(6,4),(6,5), (6,6)

In a typical element the first coordinate represents the score on the first die and
the second coordinate represents the score on the second die. There are 36 points in S
and all these points are equally likely i.e.,n(S) = 36.Let E be the event of getting a total

score of 7 is given by E ={(1,6),(2,5),(3,4),(4,3),(5,2),(6,1)} so that n(E) = 6.
ney_6_1

The probability of throwing a total score of 7 with 2 dice is P(E) = =—==.
nsS) 36 6

2. Problem: Find the probability of obtaining 2 tails and 1 head when 3coins are tossed.
Solution: The sample space S of this experiment is given by
S={HHH, THH,HTH,HHT,HTT, THT, TTH,TTT}. There are 8 points in S and all
these points are equally likely i.e.,n(S) =8.Let E be the event of obtaining 2 tails and 1
head when 3coins are tossed is given by E = {HTT,THT, TTH} so that n(E) =3.
The probability of obtaining 2 tails and 1 head when 3 coins are tossed is

n(E) 3

PE) =15 5

3. Problem: A page is opened at random from a book containing 200 pages what is the
probability that the number on the page is a perfect square.
Solution: The sample space S of this experiment is given by S ={1,2,3,...,200}, so that

the number of points in the sample space is n(S) = 200. Let E be the event of drawing a
page whose number on the page is a perfect square. Then E ={1,4,9,...,196} so that
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n(E) =14. The probability of drawing a page whose number on the page is a perfect
n(E) _14 _ 7
n(S) 200 100

squar P(E) =

4. Problem: If A and B are events with P(A)=0.5,P(B)=0.4 and P(A n B)=0.3find the

probability that (i) A does not occur (ii) neither A nor B occurs.

Solution: Given P(A)=0.5,P(B)=0.4 and P(A n B)=0.3.

We know that A® denotes the A does not occur and (A U B)© denotes neither A nor
B occurs.

(i) We have P(A°)=1-P(A)=1-0.5=0.5.

(i) By addition theorem P(A U B)=P(A) + P(B) —P(A nB)=0.5+0.4-0.3=0.6

Now P((A U B)®)=1-P(A U B)=1-0.6=0.4.

5. Problem: Two dice are rolled. What is the probability that none of the dice shows the
number 2°?

Solution: The sample space S of this experiment is given by

(11, 2),13),(14),15),16),(2,2),(2,2),(2,3),(2,4),(2,5),(2,6),
S$=:(31).(32).(33).(3,4),(35),(3,6),(4,1),(4,2),(4,3),(4,4),(4,5),(4,6),
(5.1.,(5,2),(5,3),(5.4),(5,5),(5,6),(6,1), (6, 2),(6,3),(6,4),(6,5), (6,6)

In a typical element the first coordinate represents the score on the first die and
the second coordinate represents the score on the second die. There are 36 pointsin S
and all these points are equally likely i.e.,n(S) = 36.Let E be the event that none of the

dice shows the number ‘2°? is given by
- ) &D.(13).(44).(@15).(16).(31).(3.3).(34).(3,5).(3,6).(4.1.(4.3),
_{ (4,4),(4,5),(4,6),(5,1),(5,3),(5.4).(5,5),(5,6),(6,1),(6,3),(6,4),(6,5),(6,6)}
so that n(E) = 25.
n(E) _25

The probability of none of the dice shows the number 2°? is P(E) = S 36
n

6. Problem: Find the probability that a non-leap year contains (i) 53 Sundays (ii) 52
Sundays only.

Solution: The sample space S of this experiment is given by S={S,M,T,W,Th,F,Sa}

so that the number of points in the sample space is n(S) =7.

M Let A be the event that a non-leap year contains 53 Sundays. Then A = {S}
so that n(A) =1. The probability that a non-leap year contains 53 Sundays is

ooy A 1
ns) 7
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(i) Let B be the event that a non-leap year contains 52 Sundays. Then

B={M,T,W,Th,F,Sa} sothat n(B)=6. The probability that a non-leap
n(B) 6

ear contains 52 Sundays is P(B) = —Z = —.
y y (B) nS) 7

7. Problem: Find the probability that a leap year contains (i) 53 Sundays (ii) 52 Sundays
only.
Solution: The sample space S of this experiment is given by

S={SM,MT,TW ,WTh,ThF, FSa, SaS} so that the number of points in the sample space
iIs n(S) =7.

(i) Let A be the event that a leap year contains 53 Sundays. Then

A ={SM,SaS} sothat n(A)=2. The probability that a leap year contains
53 Sundays is P(A) = nA) _ E.
nis) 7
(i) Let B be the event that a non-leap year contains 52 Sundays. Then

B ={MT,TW,WTh,ThF, FSa} sothat n(B) =5. The probability that a leap
year contains 52 Sundays is P(B) = nd) _ E.
nis) 7
8. Problem: Find the probability of drawing an Ace or a Spade from a well shuffled pack
of 52 playing cards.
Solution: Let A be the event of drawing an Ace and B be the event of drawing a Spade.
We have n(S) =52,n(A) =4,n(B) =13 and n(AnB) =1.
Also pay =" _ 4 1 gy ) 18 1 oo, g NMACE) 1
n@S) 52 13 nS) 52 4 n(s) 52

By addition theorem P(A U B)=P(A) + P(B) —P(A N B)

:P(AuB)zi+ ———— —=—/_=
13 4 52 52 52 13

9. Problem: In an experiment of drawing a card at random from a pack, the event of
getting a spade is denoted by A and getting a pictured card (King, Queen or Jack) is

denoted by B.Find the probabilities of A,B,AnBand AUB.
Solution: Let S be the sample space of the experiment of drawing a card from a pack

i.e.,n(S) =52. Let A be the event of drawing a Spade and B be the event of drawing a
pictured card (King, Queen or Jack). We have n(A) =13,n(B) =12 and n(AnB) =3.

NOWP(A)=@=E=1 P(B)zﬁ:g:i P(AmB)zmzi
nsS) 52 4’ nS) 52 13’ n(S) 52°

By addition theorem P(A U B)=P(A) + P(B) —P(A N B)

:P(AUB):E.{.i_i:w:E:l_
4 13 52 52 52 26



10. Problem: A,B,Care 3 news papers from a city. 20% of the population read A, 16%
read B, 14% read C, 8% both A and B, 5%both A and C, 4% both B and C and

2% all the three. Find the percentage of the population who read at least one news paper.
Solution: The probability that the population read news paper A is

P(A) = 20% = 22 — L Similarly, P(B) =16% = -0 = 2 p(c)=16% = 2 — T,
100 5 100 25 100 50
P(AB)=8%=—_ -2
100 25

PBAC)=4% =+ =L PCAA)=5%=— -~
100 25 100 20
P(AmBmC)=2%=i=i. We have
100 50
P(AUB U C)=P(A) + P(B) + P(C) - P(A ~ B) ~P(B A C)
-P(CnA)+P(ANBNC)

:>P(AuBuC)=1+i+l—£—i—i+i
5 25 50 25 25 20 50

_20+16+14-8-4-5+2_ 35 —350%.
100 100
11. Problem: Let A and B be independent events with P(A) =0.2,P(B) = 0.5.
Find (i) P(A|B) (ii) P(B|A) (iii) P(AUB)

Solution: Given that A and B be independent events such that P(A) = 0.2,P(B) = 0.5.
We have P(A " B) =P(A)P(B) = P(AnB)=0.2x0.5=0.1

(i) We have P(A|B):M—E—1

PB) 05 5
(ii) We have P(B|A):%=%=§.

(ili) By addition theorem P(A U B)=P(A)+P(B)-P(ANB)
= P(AuwB)=0.2+0.5-0.1=0.6.
12. Problem: A pair of dice is thrown. Find the probability that either of the dice shows
2 when their sum is 6
Solution: Given that a pair of dice is thrown so the sample space contains 36 points
i.e,n(S)=36. Let A be 2appears on either of the dice.

A={((12),(21),(2.2),(2,3),(2,4),(2,5).(2,6),(3.2),(4,2),(5,2),(6,2) } i.e.,n(A) =11.

n(A) 11

Sothat P(A) = —~% =—.
niS) 36
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Let B be the sum on the two sides is 6 then
= {(1,5), (2,4), (3,3),(4,2),(5,1)}.i.e., n(B) =5.

So that P(B) = n(B) i-

ns) 36

- : _ _NAnB)_2
Clearly, AnB={(2,4),(4,2)}ie,n(ANB)=2. Sothat P(ANB) = S %

P(ANB) 2/36 2
P(B) 536 5
13. Problem: A pair of dice is thrown. Find the probability that neither of the dice shows
2 when their sumis 7
Solution: Given that a pair of dice is thrown so the sample space contains 36 points

We have P(A|B)=

ie,nS)=36. Let A be 2 appears on neither of the dice.

_J@D,@3),L4),(L5) (L6),(31),(33),(34).(3,5).(3,6),(41).(4,3),
~1(4,4),(4,5),(4,6),(5,1),(5,3),(5,4),(5,5),(5,6),(6,1),(6,3),(6,4),(6,5),(6,6)

n(A) é

i.e.,,n(A) =25. So that P(A) = ) 36

Let B be the sum on the two sides is 7 then
= {(1, 6),(2,5),(3,4),(4,3),(5,2), (6,1)}.i.e., n(B) = 6.

n(B) _6
ns) 36

Clearly, AnB={(L6),(3,4),(4,3),(6,1)},ie,n(ANB) = 4.

So that P(B) =

n(AnB) 4
n(S) 36

P(AnB) 4/36 _2

P(B) 6/36 3
14. Problem: If two numbers are selected randomly from 20 consecutive natural
numbers, find the probability that the sum of the two numbers is (i) an even number (ii)
an odd number.
Solution: Let S be a sample space that two numbers are selected randomly from 20

So that P(ANB) =

We have P(A|B)=

consecutive natural numbers i.e.,n(S) = 20C2 =190.

(i) Let A be an event that the sum of the two numbers is even which is possible only
when either both are even or odd i€, n(A) =10c +10 = 45+45=90.
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The probability that the sum of the two numbers is an even number is

by A _ 90 9
" n(S) 190 19

(if) Let B be an event that the sum of the two numbers is odd which is possible only
when one is even and another one is odd i.e.,n(B) =10C1 ><10Cl =10x10 =100.

The probability that the sum of the two numbers is an odd number is

()~ N(B) _100_10
n(S) 190 19°

15. Problem: A bag contains 12 two rupee coins 7 one rupee coins and 4 half rupee
coins. If three coins are selected at random then find the probability that
(i The sum of three coins is Maximum

(i) The sum of three coins is minimum

(i)  Each coin is of different value.

Solution: Given that a bag contains 12 two rupee coins 7 one rupee coins and 4 half
rupee coins so that the number of coins in the bag is 23.Let S be a sample space that

three coins are selected at random i.e.,n(S) = 2303.

(i) Let A be an event that the sum of the three coins is Maximum which is possible only

when all are selected from 12 two rupee coins i.e.,n(A) = 12(:3-

. o o n(A) 12
The probability that the sum of the three coins is Maximum is P(A) = —2% = —=2,
n(S) 23C3

(if) Let B be an event that the sum of the sum of the three coins is minimum which is

possible only when all are selected from 4 half rupee coins i.e.,n(B) = 4C3.

4
The probability that the sum of the three coins is Maximum is P(B) = n(e) -S|
n(s) 23C3

(iii) Let C be an event that each coin is of different value i.e.,n(C) = 12Cl X 7Cl X 401.

n(C) _ 12C1 X 7C1 ><4Cl
n©S) 23 '

The probability that each coin is of different value is P(C) =

16. Problem: If A,Bare two events such that P(A w B) =0.65, P(AnB)=0.15. Then

find the value of P(A®) +P(B°).
Solution: Given that A,B are two events such that P(A U B) =0.65, P(AnB) =0.15.
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PBAC)=4% =+ =L pCAA)=5%=— =L
100 25 100 20

P(AmBmC)=2%=%=5—]b. We have

P(A®) +P(B°)=1-P(A) +1- P(B)
= 2-[P(A) +P(B)]=2—-[P(AUB) +P(A " B)]
—2-[0.65+0.15]=2-0.8 =12

17. Problem: If A B are independent events such that P(A) = 0.6, P(B) =0.7. Then
compute (i) P(A N B) (i) P(AUB) (i) P(A[B) (iv) P(A® N B°).
Solution: Given that A,B are two independent events such that P(A) = 0.6, P(B) =0.7.
(i)  Wehave P(ANB)=P(A)P(B) = P(ANB)=0.6x0.7 = 0.42
(i) By addition theorem P(A u B)=P(A)+P(B)-P(ANB)
— P(AUB)=0.6 +0.7 —0.42=1.3-0.42 = 0.88
P(ANB) _042 _
P(B) 0.7
(iv)  We have P(A° "nB°) =P(AUB)® =1-P(AUB) =1-0.88 =012
18. Problem: A problem in calculus is given to two students A and B whose chances of

(iii)  We have P(A|B)= 0.6

solving it are %and % respectively. Find the probability of the problem being solved if
both of them try independently.

Solution: Let E, and E,denote the events that the problem is solved by two students A

and B respectively. We are given that P(E,) :% and P(E,) = % Since E, and E, are
. 11 1
two independent events so that P(E, "E,) =P(E,)P(E,) = FVRET
The probability that the problem being solved IS

P(El - Ez) = P(El) + P(Ez) - P(El M Ez)
1.1 1 4+3-1 6 1

T34 12 12 12 2

19. Problem: The probability that a boy A will get a scholarship is 0.9 and that another
boy B will get is 0.8.What is the probability that at least one of them will get the
scholarship.

Solution: Let P(A) be the probability that a boy A will get a scholarship i.e.,P(A) =0.9

and P(B) be the probability that a boy B will get a scholarship i.e.,P(B) = 0.8.

344



Since A and B are two independent events so that P(A n B) = P(A)P(B)

=0.9x0.8=0.72.

The probability that at least one of them will get the scholarship is
P(AuB)=P(A)+P(B)-P(AnB)=0.9+0.8—-0.72=0.98.

20. Problem: If A,Bare two events then show that P(A|B)P(B) + P(A‘BC YP(B®)=P(A)
Solution: Given that A,B are two events.

Since P(A|B):% and P(A‘BC ):P(PA(%CB)C)
‘the”NBW@HP@$”W9“‘H§®Q P(B)+ m&;i)( °)

=P(ANB)+P(ANB°) =P(A)
21. Problem: A fair die is rolled. Consider the events A ={1,3,5},B={2,3} and

C={2,34,5} find
(i) P(ANB),P(AUB) (ii) P(A|B),P(B|A)

(i) P(A|C),P(C|A) (iv) P(B[C),P(C|B)

Solution: Given that fair die is rolled.
Also A ={1,35},B={2,3} and C={2,3,4,5}

3 1 2 1 4 2
SPA)=2=Z PB)=2=2P(C)===%,
(A) 52 B) 53 ©) 53

(1) We have P(AnB) =P(AP(B) = P(ANnB) = =

1
6

|\>||—\

v
3

Also P(AUB) = P(A) + P(B) - P(AmB)_—+; é 3*; 1:%:

w|N

P(ANB) 16
PB) 13
PANB) 16 1
P(A) 12 3

(i) We have P(A|B)= %

Also P(B|A)=

(i)  We have P(ANC)=P(A)P(C) =
P(ANC) _ 13 _
PC) 2/3 2

PANC) 13 _2
PA) 12 3

Now P(A|C)=

Also P(C|A)=
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(iv)

We have P(B  C) = P(B)P(C) = %% _ g
Now P(B|c):% :% :%
Also P(C|B):%:%:§

22. Problem: Three screws are drawn at random from a lot of 50 screws, 5 of which are
defective. Find the probability of event that all 3 screws are non-defective assuming that

the drawing is

(i) with replacement (ii) without replacement.

Solution: Given that there are 50 screws out of which 5are defective, number of non-

defective are 45.

(i)

(ii)

Three screws are drawn at random from a lot of 50 screws with replacement

ie.,n(sS) = 50Cl X 50(31 x 50(31 =50x50x 50 are defective.

Let A be an event that the three of the screws are drawn at random are non-
defective i.e.,n(A) = 45Cl X 45(:1 X 45Cl =45x45x 45
The probability that three of the screws are drawn at random with replacement

N(A) 45x45x45  9x9x9 _(QT
n(S) 50x50x50 10x10x10 (10

are non-defective is P(A) =

Three screws are drawn at random from a lot of 50 screws without
replacement i.e.,n(S) = 50C3 are defective.

Let B be an event that the three of the screws are drawn at random are non-
defective i.e.,n(B) = 45C3

The probability that three of the screws are drawn at random without
replacement are non-defective is

n(B) 45c, 45x44x43 3x11x43 1419

P(B) = = = =
®) n(S) 50C3 50x49%x48 10x49x4 1960

Exercise 15(a)

1. Find the probability of throwing a total score of 8 with 2 dice

2. Find the probability of throwing a total score of 10 with 2 dice

3. Find the probability of throwing a total score of 11 with 2 dice

4. Find the probability of obtainingltails and 2 head when 3coins are tossed.
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5. Find the probability of obtaining at least 1 head when 3 coins are tossed.

6. Find the probability of obtaining at least 1 tail when 3 coins are tossed.
7. Find the probability of obtaining exactly 2 heads when 3 coins are tossed.

8. Find the probability of obtaining exactly 2 tails when 3 coins are tossed.

9. A page is opened at random from a book containing 1000 pages what is the probability
that the number on the page is a perfect square.

10. A page is opened at random from a book containing 100 pages what is the probability
that the number on the page is a prime number.

11. A page is opened at random from a book containing 150 pages what is the probability
that the number on the page is an odd number.

12. A page is opened at random from a book containing 50 pages what is the probability
that the number on the page is an even number.

13. Find the probability that a non-leap year contains (i) 53 Mondays (ii) 52 Mondays
only.

14. Find the probability that a leap year contains (i) 53 Mondays (ii) 52 Mondays only.
15. Find the probability of drawing an Ace or a King from a well shuffled pack of 52

playing cards.

16. Find the probability of drawing a King or a Queen from a well shuffled pack of 52
playing cards.

17. Find the probability of drawing a Diamond from a well shuffled pack of 52 playing
cards.

18. Find the probability of drawing a Red card from a well shuffled pack of 52 playing
cards.

19. Find the probability of drawing a Black from a well shuffled pack of 52playing
cards.

20. A pair of dice is thrown. Find the probability that either of the dice shows 3when
their sumis 7

21. A pair of dice is thrown. Find the probability that neither of the dice shows 3when
their sum is 7

22. If two numbers are selected randomly from 30 consecutive natural numbers, find the
probability that the sum of the two numbers is (i) an even number (ii) an odd number.

Key concepts

1. An experiment that can be repeated any number of times under identical conditions in
which all possible outcomes of the experiment known in advance, the actual outcome in a
particular case is not known in advance, is called a random experiment.

2.Any possible outcome of a random experiment gis called an elementary or simple
event.
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3.The set of all elementary events (possible outcomes) of a random experiment g is
called the sample spaceS, associated with .

4. Two or more events are said to be mutually exclusive if the occurrence of one of the
events prevents the occurrence of any of the remaining events. Thus events
E, E, Es..... E are said to be mutually exclusive if E;nE; =gfori= j,1<i, j<k.

5. Two or more events are said to be equally likely (or equi probable) if there is no
reason to expect any one of them to happen reference to the others.

6. Two or more events are said to be exhaustive if the performance of the experiment
always results in the occurrence of at least one of them. Thus events E,,E,,E,,...,E, are

said to be exhaustive if E, WE, UE, U...UE, =S.

7.1f a random experiment results inn exhaustive, mutually exclusive and equally likely
elementary events and m of them are favourable to the happening of an event E, then the

probability of occurrence of E (or simply occurrence of E) denoted by P(E)is defined
by P(E) :%
8. Foranyevent E,0<P(E)<1

9. P(E)+P(E°) =1
10. P(E) > OVE € P(S) (axiom of non-negativity)
11. P(S) =1 (axiom of certainity)

12. If E,E,eP(S) and E,nE, =¢ then P(E, VE,)=P(E,)+P(E,) (axiom of
additivity)

13. Suppose S is the sample space of a random experiment . Let P be a probability
function. If E,,E,,E,,...,E, are finitely many pairwise mutually exclusive events, then

P(E, UE, UE,U..UE,)=P(E,)+P(E,)+P(E;)+...+P(E,)

14.Let Sbe the sample space of a random experiment gand P be a probability function
onP(S). Then

(i) P(#) =0
(i) If EC is the complementary event of E, then P(E®) =1-P(E)
(i) 0O<SE<LVECS.

(iv) If E,cE, thenP(E, -E,)=P(E,)-P(E,)
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(v) If E,cE, thenP(E,)<P(E,)

15.1f E,,E, are any two events of a random experiment and P is a probability function,
then

P(E,UE,)=P(E,)+P(E,)-P(E,NE,).

16.Suppose A and B are two events of a random experiment. If the event B to occurs
after the occurrence of the event A, then the event: happening of B after the happening of

the event A, is called a conditional event and it is denoted by B|A. Similarly happening

of A after the happening of the event B is denoted by A|B.

17.1f Aand B are two events of a sample space S and P(A) = 0, then the probability of
event B after the occurrence of the event A is called a conditional probability of B
given A and it is denoted by P(B|A):

P(ANnB) .

. _P(ANB)
PA) ;P(A) =0 Similarly P(A|B)=————

P(B) ;P(B) =0

We define P(B|A)=

18.1f A and B are two events of a random experiment with P(A)>0and P(B)>0, then
P(ANB)= P(A)P(B|A) = P(B)P(A|B)

Answers

Exercise 15(a)
1.2 21 3l 43 76 1738393 i1l
36 12 18 g8 8 8 '8 8 1000 4 2
12113 (i)i (ii)9 14. (i)3 (ii)§ 5. 216 2 17. L 18 L 19 L
2 77 707 13 13 4 2 2

20 1 212 22 (i) 22 4y B
3 T 6 g7 " 29
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BOARD OF INTERMEDIATE EDUCATION- ANDHRA PRADESH, VIJAYAWADA

VOCATIONAL BRIDGE COURSE

MATHEMATICS - Second Year (w.e.f. 2019-2020)
MODEL QUESTION PAPER

Time: 3 Hours

Max.Marks: 75

Note:

Section — A
) Answer all questions
i) Each question carries 3 marks.
+5i 2-5i .
1. Express 5_ + 5_ in the form of a + bi.
3-21 3+2i
. . . m n
2. Obtain the quadratic equation whose roots are —,—(m = 0,n = 0)
nm
3 13
3. Find the Coefficientof x'* in (ZX2 +—3j
X
1+ cos2x
4. Evaluate I&dx
1-cos2x
5. Evaluate szexdx
t1
6. Evaluate | ——dx

5 1+ X

10x3=30

7. Find the equation of the circle whose extremities of a diameter are (7, —3) and (3,5).

8. Find the eccentricity and latus rectum of the hyperbola x 2_4 y2 =4
9. Find the mean deviation about the mean for the data 3, 6, 10, 4, 9, 10.

10. Two dice are rolled. Find the probability that none of the dice shows the number 2

Section - B

Note:

i) Answer any 3 questions

1)) Each question carries 15 marks.

3x15=45



11
11.1(a) If the coefficient of x™ in the expansion of (ax2 +bij is equal to the coefficient of
X

-10

11
X~ in the expansion of (ax—bizj . find the relation between aand b where aand b are
X

real numbers.

11.1(b) Resolve _ ox+l into partial fractions.

(x=D(x+2)

(or)

11.11(a) If «,  are the roots of the equation ax® +bx + ¢ = 0then find the following
- 2 2 - 3 3 - l 1
Ma " +p° (i’ +p (III)?+F

1L.1(b) If (n+1)p, :np =3:2, find n.

sec? X

12.1(a) Evaluate I(l anx)°
+1an X

1

J3-2x
(or)

7l2
12.11(a) Evaluate _[de

< 4+5C0S X

dx

1
12.1(b) Evaluate I
0

12.11(b) Solve &Y _XY+Y
dx xy+Xx

13.1(a) Show that the line of the line x+ y+1=0 touches the circle
x* +y? —3x+y+14 =0. also find the point of contact.
13.1(b) Find the equation of the parabola whose focus is (3,5) and vertex is (1, 3).
(or)
13.11(a) Find the equation of ellipse whose focus is (1,—1), eccentricity %and directrix

X+y+2=0.



13.11(b) Find the equation of the hyperbola, whose asymptotes are the straight lines
Xx+2y+3=0, 3x+4y+5=0and passing through the point (1,-1).

14.1(a) Find the probability that a non-leap year contains (i) 53 Mondays (ii) 52 Mondays.
14.1(b) Find the mean deviation about the median of the following frequency distributions:

Xi 5 7 9 10 12 15
fi 8 6 2 2 2 6
(or)

14.11(a) If ABare two events such that P(AuB) =0.65, P(AnB)=0.15. Then find the
value of P(A®) +P(B°).
14.11(b) Find the variance and standard deviation of the following data: 5,12,3,18,6,8,2,10.

2x% +3x+4

15.1(a) Resolve —————
(x=D(x"+2)

into partial fractions.

15.1(b) Solve (x* - yz)% =Xy

(or)

15.11 (a) Find the internal and external centre of similitudes for the following circles:
X’ +y*=9 and x* +y? —-16x+2y+9=0

15.11(b) Find the variance and standard deviation of the following frequency distribution:

Xi 6 10 14 18 24 28 30
fi 2 4 7 12 8 4 3
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Total Questions : 15

Time: 3 Hours Max.Marks: 75

Note: In section A — Answer all Questions
In section B — Answer any three Questions

Section — A 10x3=30
Note:
i) Answer all the questions
i) Each question carries 2 marks.
1.  From Algebra

2. From Algebra

3. From Algebra

4.  From Calculus

5. From Calculus

6. From Calculus

7. From Co-ordinate Geometry
8.  From Co-ordinate Geometry
9.  From Measures of Dispersion

10. From Probability

Section - B 3x15=45

Note:
i) Answer any 3 questions

i) Each question carries 15 marks.
11. From Algebra with internal choice

12.  From Calculus with internal choice 1



13.

14.

15.

From Co-ordinate Geometry with internal choice

From Probability and Measures of Dispersion with internal choice

I(a) — FromAlgebra
I(b) —FromCalculus
OR

I1(a) — from Co-ordinate Geometry
I1(b) — from Probability / Measures of Dispersion.
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Total Questions : 15

Time: 3 Hours

Max.Marks: 75

Note: In section A — Answer all Questions
In section B — Answer any three Questions
Section - A
Note:

i) Answer all the questions

ii) Each question carries 2 marks.
1.  From Algebra
2. From Algebra
3. From Algebra
4.  From Calculus
5. From Calculus
6.  From Calculus
7.  From Co-ordinate Geometry
8.  From Co-ordinate Geometry
9.  From Measures of Dispersion
10. From Probability

Section — B
Note:

i) Answer any 3 questions

ii) Each question carries 15 marks.
11.  From Algebra with internal choice
12.  From Calculus with internal choice
13.  From Co-ordinate Geometry with internal choice
14.  From Probability and Measures of Dispersion with internal choice
15. I(a) — From Algebra

I(b) — From Calculus

OR

II(b) — from Probability / Measures of Dispersion.

II(a) — from Co-ordinate Geometry
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BOARD OF INTERMEDIATE EDUCATION- ANDHRA PRADESH, VIJAYAWADA

VOCATIONAL BRIDGE COURSE

MATHEMATICS - Second Year (w.e.f. 2017-2018)
MODEL QUESTION PAPER

Time: 3 Hours Max.Marks: 75
Section - A 10x3=30
Note:
1) Answer all questions
ii) Each question carries 3 marks.
1. Express 2+5i +2=50in the form of a+ ib .

3-2i 3+2

m -n
2. Obtain the quadratic equation whose roots are  ,— —(m#0, n#0).
nm

13

3. Find the Coefficient of x'! in2x* +_3.
X

1+ cos 2x
4. Evaluate adx

1 —cos 2x

5. Evaluate _[ x2e” dx

1
6. Evaluate ax
01+ Xx

7. Find the equation of the circle whose extremities of a diameter are (7, —3) and (3.5).

8. Find the eccentricity and latus rectum of the hyperbola x 24 }/2 =4.

9. Find the mean deviation about the mean for the data 3, 6, 10, 4, 9, 10.

10. Two dice are rolled. Find the probability that none of the dice shows the number 2.
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Note:

i)

11.1(a)

12.

13.

I(b)

II (a)

11 (b)

I(a)

L(b)

II (a)

II (b)

I(a)

I(b)

11 (a)

Section-B

Answer any 3 questions

Each question carries 15 marks.

11 12
Show that the coefficients of x and x in the expansion 2+
1
T . . .
Resolve (1 -3x)(1-2x)" into Partial fractions.
OR

If a, B are the roots of aX2 + bx+ c=0, then find

(a’+B% G)a’+p° Gi_L + 1

a: Bz
If (n+1)P5: NP5 =3 : 2, then find the value of ‘1.
Eval J‘ SCC2 X
valuate —(1 Tt )’ ax .

Evaluate _[ ! L )

03 -2x

OR

Evaluate _[ : dX_.

0o 4+ 5cos x

dy =Xy+y.

Solve: glx xy+x

3x15=45

20
8x

—_— are equal.

Show that the line X + ¥y + 1 = 0 touches the circle x2+y2—3x+7y+14=0 and

find its point of contact.

Find the equation of the parabola whose focus is (3,5) and vertex is at the point

(1,3)
OR

Find the equation of the ellipse whose focus is (1, —1) , eccentricity is % and

directrixin X+ y+2=0.

IT (b) Find the equation of the hyperbola passing through the point (1, —1) and whose

asymptotes are the lines Xx+2 y+3=0and3x+4y+5=0.
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14. I (a) Find the probability that a non-leap year contains (i) 52 Mondays (ii) 53 Mondays I
(b) Find the mean deviation about the median for the following data:

Xi: 57 9 10 12 15
fi: 8 6 2 2 2 6
OR
Il (a) A and B are two events such that P(A U B) = 0.65 and P(A N B) = 0.15 . Then
find the value of P(A ©) + P(B®) .
II (b) Find the variance and standard deviation of the data: 5,12, 3,18, 6, 8, 2,10 .

2
15.1(a) Resolve into Partial Fractions: _2X *3X+4

(x=1(X+2)
o}
I(b) Solve: (x*-y?) l: Xy
ax
OR
II (a) Find the internal and external center of similitude of the circles x%+ y2 =9 and

x2+y2—16x+2y+9=0,
IT (b) Find the standard Deviation for the data:

Xi: 6 10 14 18 24 28 30
fi: 2 4 7 12 8 4 3

sekeosk
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BOARD OF INTERMEDIATE EDUCATION- ANDHRA PRADESH, VIJAYAWADA

VOCATIONAL BRIDGE COURSE

MATHEMATICS — Second Year (w.e.f. 2017-2018)
QUESTION BANK

1. COMPLEX NUMBERS

I If Z=@3,5andZ =(2,6)find () ZZ (i) 2.
1 2 12

Z,
2. If Z =(6,3)and Z =2, -D)find () ZZ (i) £ .
1 2 1 2 Z2
Z=(cos6,sin6) ; L
3.1 £=(c0s0,sin0) g 22—
2

4. Find the multiplicative inverse of (i) (sin 8, cos 8) (ii) (7,24) (i) (=2,1).

5. Express the following complex numbers in the form of a + ib :

() 2-=3)3+4i) (i) a-ib (iii) 4430 (iv) 2+5i +2-5I
a+ib 2+3N)&-30) 3-2i 3+2i
6.  Find the conjugate of the following complex
numbers:
(1) (A5+3i)—-(4-20/) (i) 2+5/)(—-4+6i) (i) 5
T+

7. Find a square root of the following complex numbers:
(i) 7+24i (ii)) -8 -6/ (i) —47 + i.&\’/?) @(iv)-5+12i

8. If(a+ib)2=x+iy,findX2+y2.
Xy
9. If(x—iy)’? =a—ib,thenshowthat _+ =4@>-b").
a b
a+ib? a-ib,

10. Express in the form of x + iy .

a—ib a+ib
11. Express the following complex numbers in modules — amplitude form:

() 1-i () 1 +R~3 (i) =1 - A(B Gv) I+ i
12. Express —\/ﬂ + h/QT in polar form.

13. Express — 1 — i in polar form.
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2. QUADRATIC EXPRESSIONS
1. Find the value of K, if the equation x 24 2(K+2) x + 9K = 0 has equal roots.
2. Find the nature of the roots of the following equations
() 4x2-20x+25=0 (i)3x>+7x+2=0 (iii)2x>-8x+3=0
(V)9XZ—30x+25=0 (V) X =12Xx+32=0 (iv) 2x* =7 x+10=0

3. Obtain the quadratic equations whose roots are given below:

m n
i _ ,=— (m#0,n#0) (ii))—3 5/
n m

4. If the following equations have equal roots, find the value of m:
@ (m+) x> =2(m+3)x+(m+8) =0 (i) Gm+Dx>=2Am+1)x+m=0
(iii) (2m+1)x2+2(m+3)x+(m+5)=0 (@iv) x? - m2x-8)-15=0

5. Find the minimum & maximum values of the following quadratic expressions:

i) 3x*+2x+11 (i) 2x-7-5x% (i) 4x=5x+2
(v) X2-5x+6 v) 15+4x-3¢  (vi) X*—x+7
(vii) 12 x—x* =32 (Vi) 2 X+ 5 = 3%

(ix) ax2+bx+a(a¢0,aeR,beR)

6. If a, B are the roots of the equation ax 24 bx+c=0, then find the following:

i) a’+p8° (i) a’+B° (iii) _1+_1

2 2 a2 BZ
a” +B
. 4 4 -
Giv) a B7+a7,8 ™) g2 +B=2 (c#0)
7. Ifa,B,u aretheroots0fequations4x3—6X2+7X+3=O,thenfinda,8+,8u+ua.
8. If the product of the roots of the equation4x3+ 16 x> -9 x —a=0,thenfind ‘@.

9. If -1, 2,a are the roots of the equation2x3+X2—7X—6=O,then find “a’.
IO.Ifl,a,,BaretherootsofX3—2X2—5X+6=O,thenfinda and 8.

11.If a, B ,u are the roots of X3+pX2+qX+r=O,thenfindZ 1 andz_l.

a2B: a
12. Solve the equation x P _3x?-16x+48=0, given that the sum of two of its roots is zero.

13. Find the condition that x * — px 2 gx — r =0 may have the sum of two of its roots is zero.
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14

15.
16.

.Find the relation between the roots and the coefficients of the equation
3x7-10x>+7x+10=0.

If 1, 2, 3, 4 are the roots of x*+ax® +bx?+cx+ d =0, then find the valuesof a, b, ¢, d.
From a polynomial equation of the lowest degree, whose roots are
(1) -2,-2,2,2and (ii) 1,3, 5,7

3. BINOMIAL THEOREM

Write and simplify the first three terms of the expansions

2x Ty° 2p 3q°

H— +— (ii)

3 4 5 7

(iii) Bx-14y)’

Write down the last three terms of the expansions
i @x+5y) (i) 3 x—4 ' (iii) 2a+5b°

Find the number of terms in the following expansions. Also, find the middle term (s) in each

expansion

9
3a_ b W P (i) 2 x+3 )7
4 7 4

(6]

Find the term independent of X in the expansions:

10
) XT3+ 3 i) 4x & 7 i) 2x_ +15 iVx - 4
(1) x/3 + 3 (i) t_ (iii) Sl i)Y x 4
2X X 4x 3 X
Find the coefficient of
Py 410 3 13 L2 5]
()X ®in 3x-— (i) X1 in 2% +— (i) X 7 in — ——
o)
X X 4x
2 3 2 Y 9 2 1 20 10 2 l 11
@iv) x in 7x -— (v) X in 2x —— (vi) x in ax +—
X X bx
-10 1 11
(vii) X in  ax-— —_—
bx
. Write and simplify
th 2x 3y ? th 10
i) 6 term in + (i) 7 termin (3 X =4 y)
3 2
8
th 3a  5b
(i) r term in —_— t — (12r29)
5 7
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7. Find the middle term (s) in

3 ! N

i —+5a" @ax +5x ) iy 4a+— (iV)3—)7< -2y
a 2

14
8. Find the coefficients of X°> and X™  in the expansion2x3 -3.

0

X
20
9. Show that the coefficients of x'' and 2 in the expansion 2 + X3 are equal.
4. PARTIAL FRACTIONS
Resolve the following into Partial fractions.
1 Sx+1 %) 2x+3 3) 13x + 43
xX-1D(x+2) xX+2)2x+1) 2x+5)(x+6)
X 4S5 x+T 1 X -1
4) —3 5) ————— 6) ———
) (x=3) ) (x-1)"(x=2) ) (x=2)"(x+1)
7 5x+6 3 X+4 9 2x+3
(x+2)(1-X) (x2—4)(x+ 1) (x—l)E
x% - x+1 1 2x7+3x+4
10) ——— 1) —————— = 12) R
(x+D(x-1) 1-3x)1-2x% (x=D(x +2)
13) X -3 14) 3x-1 15) 3x%+2x
(x+2)( L +1) (X+2)(X" =x+1) (x> +2)(x-3)
3x
10—
(x-D(x-2)

5. MEASURES OF DISPERSION

1. Find the mean deviation about the mean for the following data:
(1) 38,70,48, 42,55, 63, 46, 54, 44.
(i) 3,6,10,4,10,9

(i) 6,7, 10,12, 13, 4, 12, 16.
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. Find the mean deviation from median for the following data:
(i 6,7,10,12,13,4,12, 16.

aGi) 13,17,16,11, 13,10, 16, 11, 18, 12, 17.

(iii) 4,6,9, 3,10, 13, 2.

. Find the mean deviation about the mean for the following distribution:
xi |10 | 11] 12 13
fil3(12 ] 18 12

xi |10 | 30 50| 70| 90
fil4| 24| 28] 16| 8

xi121 571810135
fil] 810|16| 8] 2

(iif)

. Find the mean deviation about median for the following frequency distribution:

xi| 51 7| 9110|122 ] 15

(i) ,
fif 8] 6| 2[2]2] 6

xif 6| 9 3[12|15] 13| 21| 22
fil 4/ 51 312 |5 | 4| 4| 3

(ii)

. Find the Variance and standard deviation of the following data:
(iy 5,12,3,4,18,6,8,2,10.

(i) 6,7,10,12,13,4,8, 12.

(i) 350, 361, 370, 373, 376, 379, 385, 387, 394, 395.

. Find the variance and standard deviation of the following frequency distribution:

xil 6(10 [14 | 18 |24 | 28 |30

[
0 fil 21 41 7(12]18 | 4|3

xil 418 | 11| 1] 20 24 32

(ii) .
fil 3|5 9| 5| 4| 3| 1
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7. Find the mean deviation about the mean for the following continuous distribution:

0 Hight (in cms) 95-105| 105-115|115-125 | 125-135|135-145 | 145-155
i
Number of boys 9 13 26 30 12 10
Sales (in Rs.
40-50| 50-60] 60-70| 70-80] 80-90 | 90-100
. thousands
(ii)
Number of
) 5 15 25 30 20 5
comapnies
Marks
] 0-10] 10-20] 20-30| 30-40| 40-50
obtained
(i) Number of
8 8 15 16 6
students

8. Find the mean deviation about the median for the following continuous distribution:

Marks
0-10 10-20 20-30 30-40 40-50 50-60
obtained
)
Number of
6 8 14 16 4 2
boys
Class
0-10 | 10-20 20-30 30-40 40-50 50-60 60-70 70-80
(i1) Interval
Frequency 5 8 7 12 28 20 10 10
Age (years) | 20-25| 25-30[ 30-35| 35-40| 40-45| 45-50[ 50-55|55-60
N R
(i) umberof | oo | 125| 175 | 160| 150| 140 | 100| 30
workers

9. Calculate the variance and standard deviation of the following continuous frequency

distribution:
0 Class interval | 30-40 | 40-50 |50-60 |60-70 [ 70-80 [80-90 |90-100
i
Frequency 3 7 12 15 8 3 2
Age in
20-30] 30-40] 40-50[ 50-60| 60-70| 70-80] 80-90
. years
(ii)
Number of
3 61 32 153 140 | 51 2
members
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10. Find the mean deviation from the mean of the following data, using step deviation method.

Marks 0-10] 10-20] 20-30| 30-40] 40-50| 50-60] 60-70
Number of
Students

6 5 8 15 7 6 3

11. The coefficient of variation of two distributions are 60 and 70 and their standard deviations
are 21 and 16 respectively. Find their arithmetic means.
12. From the prices of shares X and Y given below, for 10 days of trading, find out which

share is more stable?

X | 35| 54| 52|53 | 56| 58| 5250 | 51| 49
Y | 108 107 105|105 (106 | 107| 104103 | 104| 101

13.  An analysis of monthly wages paid to the workers of two firms A and B belonging to the

same industry gives the following data:

Firm A | Firm B
Number of workers 500 600
Average daily wages (Rs.) 186 175

Variance of distribution of

81 100
wages

(i)  Which firm A or B, has greater variability in individual wages?

(i) Which firm has larger wage bill?

14.  The scores of two cricketers A and B in 10 innings are given below. Find who is a better

run getter and who is a more consistent player.

Xi 401 25 19| 80 38 8| 67| 121 66| 76
Scores of A:
yi
28| 70| 311 O] 14| 111 66| 31| 25| 4
Scores of B:
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6. THE CIRCLE
Find the equation of the circle whose centre (C) and radius (r) are as given below:

1) C=(1,4);r=5 (i) C=(-1,2);r=4 (ii)C=(a,-b),;r=a+b
(iviC=(a,-b);r= 8/5—b2(|a| >|b|) (v) C=(cosa,sina);r=1

iy ¢ (5 4 ); r==6 S
L7 a4 (Vi) C = - e .5
(viy C=(=7,=3);r=4 % /3, (viii) C=(1,7);r :

(ix) C=(0,0);r=9 x) C=(—1/2,—9);r=5

Find the centre and the radius for the following circles:

1) Xe+Y242x-4y-4=0 (i1) 3x243y2-6x+4y—4=0

(i) X2+Yy:-4x-8y—-41=0(>v) 3X243y2-5x-6y+4=0

(V) 2x242y2-3x42y—-1=0 (vi)2X242y2-4Xx+6y-3=0

(vii) X%+ y2 +2ax-2by+ b =0

Find the equation of the circle passing through the point (5, 6) and having the centre at the
point (-1, 2).

(2, 3) is the centre of the circle represented by the equation x 2y y2 +ax+by-12=0.
Find the values of @ and b. Also, find the radius of the circle.

Find “a’ if the radius of the circle X > + y* —4 x+ 6 y + a= 0is 4.

Find the equations of the circles whose extremities of a diameter are given below:

@ (1,2), 4,5 () (-4,3),6,-4) (i) B,6),(1,2) Gv) 42)(L,5 v)(7,-3),3,5)
(vi) (1,1), (2, =1) (vii) (3,1), (2,7) (viii) (0, 0), (8,5) (ix) (1,2),(4,6)

Find the equation of the circle passing through three points as given below:

@ (1,1),(-2,2),(-6,0) (ii) (1,2),(3,-4),(19.8)
(iii) (3,4), (3,2), (1, 4) (iv) (2,1),(5,5),(-6,7)
V) 5,7, 8,1, (1,3) vi) (9.1),(7,9), (6,10)
(vii) (5,2), (7,0, (-1, -4) (viii) (2, 0), (0,1), (4, 5)
(ix) (0,0),(2,0),(0,2) x) (L1),(3,2), 2, -1
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10.

I1.

12.

13.

Find the positions of the following points with respect to the following circles. Also state the

powers of the points:

() P=(2,4)S=x’+y’—4x-6y+11=0
(i) P=3,4):S=x’+y’—4x-6y+12=0
(i) P=(1,5):S=x>+y*-2x-4y+3=0
(iv) P=(2,-1):SEx>+y>-2x-4y+3=0
v) P=(42:S=2x’+2y’-5x-4y-3=0
(vi) P=(1,2:S=x*+y*+6x+8y-96=0
(vii) P=(5,-6);S=x*+y  +8x+12y+15=0
(viii) P=(2,3);S=x*+y?-2x+8y-23=0
(ix) P=(0,0:S=x’+y>—14x+2y+25=0
(x) P=(-2,5:S=x’+)y -25=0

Find the length of the tangent from
P=(13)tothecircle SEx>+y>—2x+4y—11=0
P=(12,17) tothecircle SE x>+ y? —6x-8 y— 125 =
0P=(O,O)t0thecircleSEX2+y2—14X+2y+25=0
P=(-2,5)tothecircle SE x>+’ —25=0
P=(2,5)tothecircleSEX2+y2—5X+4y—5=0
If the length of the tangent from the point (5,4) to the circle X 2+y2+2ky=Ois 1, then find K.

If the length of the tangent from the point (2,5) to the circle X ‘4 y ‘_5x+4 y+k=0 is B7 ,
then find K.

A point P moves such that the lengths of tangents from it to the circles x?+ y2 -4x-6y-12=0

and x % + y2 + 6 x+ 18 y + 26 = 0 are in the ratio 2:3. Then find the equation to the locus of P.

A point P moves such that the lengths of tangents from it to the circles X 2y y2 +8Xx+12y+

15=0and x* + y2 —4 x-6y—12=0 are equal. Then find the equation to the locus of P.

135



14.

15.
16.

17.

18.

A point P moves such that the Iengths of tangents from it to the circles

X2+Y2—-2x+4y-20=0and X2+ Yy2-2x-8y+1=0arein theratio 2:1. Then
find the

equation to the locus of P.
Find the equation of tangent at ( —1,1) to the circle x%+ y2 -6x+4y-12=0.

Find the point of contact of the line 4x-3y+7=0with the circle
x2+y2—6x+4y— 12=0.

Find the equation of tangent at:

(i) (7,-5)tothecircle x>+ y>—6x+4y—12=0.

(i) (=1,2)tothecircle x> +y>—4x-8y+7=0

(iii) (=6, -9) to the circle x>+ y > +4x+6y—-39=0.

(iv) (3,4)tothecircle x>+ y>—4x-6y+11=0.

(v) (@, 2)tothecirclex2+y2—x—3y—4=0.

(vi) (I,1)tothecircle2 x> +2y*—2x-5y+3=0.

(vii) (3, =2) to the circle x> + y* = 13 .

Show that X + y + 1 = 0 towards the circle x%+ y2 —3Xx+ 7 y+ 14 =0 and find its point of

contact.

7. SYSTEM OF CIRCLES
State the relative positions of the following pairs of circles:
) X2 +y’-14x+6y+33=0;x"+y>+30x-2y+1=0
() x2+y’-8x-6y+21=0;x"+y*-2y-15=0
(iii) x2+y2+6x+18y+26=0;x2+y2—4x—6y—12=0
(V) X2 4y’ —4x-6y-12=0;5x"+5y>-8x-14y—-32=0
(v) x2+y2+6x+6y+14=0;x2+y2—2x—4y—4=0
(vi) x2+y2—2x+4y—4=0;x2+y2+4x—6y—3=0
Vi) (X=2)2+(y+D2 =9 (x+ D2+ (y-3)° =4
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10.

Find the internal centre of similitude of the circles Xt y 2_2x-6 y+9=0 and
x2+y2+6x—2y+1=().

Find the external centre of similitude of the circlesx > + y2 =4 and
x2+y2—2x—6y+9=().

Find the internal centre of similitude of the circles x°+ y2 -4x-10y+28=0 and
X2+ yl+dx-6y+4=0

Find the external centre of similitude of the circles X+ y2 +22x-4y-100=0 and
x2+y?-22x+4y+100=0

Find the internal and external centre of similitude of the circles X * + y 2_14x+6 y+33=0
andX2+y2+30X—2y+ 1=0

Find the internal and external centres of similitude of the circles X2 + y2 =9
and

X*+y?-16x+2y+49=0

Find the internal and external centres of similitude of the circles x 2+y2—4X -2y+4=0
and x>+ y’+4x+2y-4=0

Find the angle between the following pairs of circles:

() x2+y +d4x-14y+28=0;x>+y +4x-5=0

() x2+y’—12x-6y+41=0;x"+y>+4x+6y-59=0
(iii) x2+y2+2ax+8=0;x2+y2+2by—8=0

(iv) x2+y2+4x+8=0;x2+y2—16y—8=0

(v) x2+y2—6x—8y+12=0;x2+y2—4x+6y—24=0
Vi) X2+yi-5x-14y-34=0;x"+y +2x+4y+1=0
Vi) X2 +yi-dx+14y-116=0;x>+y>+6x-10y-135=0
Find the equations of radical axes of the following pairs of circles:

() X+y?-3x-4y+5=03x"+3y*—-Tx+8y+11=0
(ii) X2+y2+2x+4y+1=0;X2+y2+4x+y=0

i) X2+y +4x+6y-T=0,4x>+4y>+8x+12y-9=0
(iv) x2+y2—2x—4y—1=0;x2+y2—4x—6y+5=0
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11.

12.

Find the equations of common chords of the following pairs of circles:
(1) x2+y2—4x—4y+3=0;x2+y2—5x—6y+4=0
(ii) x2+y2+2x+3y+1=0;X2+y2+4x+3y+2=0
i) (x—a)>+(y-b)>=c?;(x=-b)*+(y-a)>=c’(a#b
(V) X2+y —6X-4y+9=0;x"-y?>-8x-6y+23=0
Find the equations of common tangents of the following pairs of cirles:
() X +y?+10X-2y+22=0;x+y*+2x-8y+8=0
(ii) x2+y2—2x—4y=0;x2+y2—8y—4=0

(i) X*+y>-8X-2y+8=0;x"+y’-2X+6y+6=0
(iv) x2+y2—2x=0;x2+y2+6x—6y+2=0

V) X2+y?-2x-4y-20=0;x"+y +6x+2y-90=0

8.PARABOLA

Find the coordinates of the vertex and focus, and the equations of directrix and axis of the

following parabolas:

(1) y» =16x (i) x2 =-4y (ili)) y2 =16x (iv)3Xx2-9x+5y-2=0

V) Yo=—X+4y+5=0 (vi) yo+4x+4y-3=0

(vil) X2=2Xx+4y-3=0(viii)4y+12x-20y+67=0(x) x2-6x-6y+6=0
Find the equation of the parabola whose vertex is (3, —2) and focus is (3, 1).

Find the equation of the parabola whose vertex is (1, —7) and focus is (1, =2) .

Find the equation of the parabola whose focus is (3, 5) and vertex is (1, 3).

Find the coordinates of the points on the parabola y2 = 8X whose focal distance is 10.
Find the coordinates of the points on the parabola y2 = 2X whose focal distance is 5/2.

Find the equation of the parabola passing through the points ( -1, 2), (1, 1), (2,1)
and having its axis parallel to the X-axis.
Find the equation of the parabola passing through the points ( -2,1), (1, 2), (-1, 3)

and having its axis parallel to the X-axis.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

Find the equation of the parabola passing through the points (4, 5), (-2,11), (-4, 21)

and having its axis parallel to the Y-axis.

Show that the line 7 X + 6 y = 13 is a tangent to the parabola y2 -T7x-8y+14=0and find
the point of contact.

Show that the line 2 X — y + 2 = 0 is a tangent to the parabola y % — 16x and find the point
of contact also.

Find the value of k if the line 2 y = 5x + K is a tangent to the parabola y2 =06X.

Find the equations of the tangent and normal to the parabola y2 = 6Xx at the positive end
of the latusrectum.

Find the equation of the tangent and normal to the parabola X 2_4x-8 y+12=0at (4,3/2).
Find the equation of the normal to the parabola Yy % = 4x which is parallelto y-2x+5=0
Find the equation of the normal to the parabola ¥ ? = 4x inclined at an angle 600 with its
axis and also find the point of contact.

Find the equation of the tangent to the parabola Yy 2 = 16x which are parallel and
perpendicular respectively to the line 2 X — y+ 5 =0, also find the coordinates of their

points of contact.

Find the position (exterior or interior or on) of the following points with respect to the

parabola y% = 6x(i) (6, -6) (ii) (0,1) (iii) (2, 3) .
9. ELLIPSE

Find the eccentricity, coordinates of foci, Length of latusrectum and equations of

directrices of the following ellipses:
(i) 9x>+16y%—=36Xx+32y-92=0 (i)3X°+y > -6x-2y-5=0(i) 9 x>+ 16y = 144
(V) 4X%2+y2—8X+2y+1=0 (v) x>+2y —4x+12y+14=0

Find the equation of the ellipse referred to its major and minor axes X, Y axes respectively

with latusrectum of length 4 and distance between foci 42 . '
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10.

11.

12.
13.

14.

15.

Find the equation of the ellipse in the standard form whose distance between foci is 2 and
the length of the latus rectum is 15/2.

Find the equation of the ellipse in the standard form whose distance between foci is 8 and
the distance between directrices is 32.

Find the equation of ellipse in standard form, if it passes through the points ( -2, 2) and
@3, -1).

If the ends of major axis of an ellipse are (5, 0) , (=5, 0) . Find the equation of the ellipse

in the standard form if its focus lies on the line3 x-5y—-9=0.

If the length of the major axis of an ellipse is three times the length of its major axis then

find the eccentricity of the ellipse.

If the length of the latusrectum is equal to half of its minor axis of an ellipse in the standard

from then find the eccentricity of the ellipse.

If the length of the latusrectum is equal to half of its major axis of an ellipse in the standard

form then find the eccentricity of the ellipse.

2
x-h Xx-k
Find the equation of the ellipse in the form ( 5 ) +( )

a b
(i) centre (2, —1), one end of major axis (2, -5), e = 1/3.

=1, given the following data.

(i1) centre (4, —1), one end of major axis ( —1, —1) and passes through (8,0).
(iii)centre (0, —=3) , e =2/3 , semi-major axis 5.17 .
(iv)centre (2, —1), e = 1/2 , length of latusrectum 4.

2

Find the equation of the ellipse whose focus is (1, —1) eccentricity — and directive X+ y+2=0

3

Find the equation of tangent and normal to the ellipse X 248 }; =33at(-1,2).

Find the equation of tangent and normal to the ellipse x*+2y°-4x+12y+14=0at
2,-1).

Find the equation of the tangents to the ellipse 9 x 2416 y2 = 144 which makes equal
intercepts on the coordinate axis.

Find the coordinates of the points on the ellipse x 243 y2 = 37 at which the normal is

parallel to the line 6 x—5 y=2.
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16.

17.

18.

19.

10.

Find the value of k if the line 4 X + y + k = 0 is tangent to the ellipse x%+3 y2 =3.

Find the equation of the tangents to the ellipse 2 x 2y y2 = 8 which are

) para7l’1_el tox—2y—4=0 (ii) perpendicularto X+ y+ 2 =0 (iii) which makes an
angle —with x-axis.

Find the equations of tangent and normal to the ellipse 2 x 243 y2 = 11at the point whose

ordinate is 1.

Find the equation of tangent and normal to the ellipse 9 x 2416 y2 = 144 at the end of the

latusrectum in the first quadrant.

10. HYPERBOLA

Define rectangular hyperbola and find its eccentricity.

If eand ey are the eccentricities of a hyperbola and its conjugate hyperbola prove that

A

er e,
One focus of a hyperbola is located at the point (1, —3) and the corresponding directrix is
the line y = 2 . Find the equation of the hyperbola if its eccentricity is 3/2.
Find the equations of the hyperbola whose foci are ( +5, 0) , the transverse axis is of length 8.
Find the equation of the hyperbola, whose asymptotes are the straight lines
X+2y+3=0, 3 Xx+4 y+5 =0 and passing through (1, 1) .
f3x-4y+ k=0isatangenttox2—4y2 =5, find the value of k.

If the eccentricity of the hyperbola is 5/4, then find eccentricity of the conjugate hyperbola.

Find the equation of the hyperbola whose asymptotes are 3 x = 5 y and the vertices are (
15,0).

If the angle between the asymptotes is 30 then find its eccentricity.

Find the centre, foci, eccentricity, equation of the directrices, length of the latusrectum of
the hyperbola (i) 16 y> -9 x> =144 (i) X2—4 )y, =4 (i))5x2-4y2+20x+8y=4

@iv) I9x2—-16y2+72x-32y-16=0 v) 4 x
2=9y,—-8x-32=0 (vi)

4y+3)2-9(x-2)% =1
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11. Find the equations of the tangents to the hyperbola x 2_4 y2 = 4 which are
(1) parallel (ii) perpendicular to the line X +2 y=0.
12. Find the equations of the tangents to the hyperbola 3 x 2 4 y2 = 12 which are
(i) parallel (ii) perpendicular to the line y=x-7.
13. Find the equations of the tangents drawn to the hyperbola 2 x 2.3 y2 = 6 through (-2,1) .

14. Show th%t the angle between the asymptotes of a standard hyperbola is
2 tan~ or2sec” (e) .

o
15. Find the equation of Hyperbola passing through (1, —1) and whose asymptotes are the lines
X+2y+3=0and3 x+4y+5=0.

11. INTEGRATION

Evaluate the following:

X1 27— 3x+5
. ) 7 dX 2. )/ dx 3.J(1+sin2x) dx 4.](3\44)(7) ax
1+ x 2x
s Je - Lw 2 __axe. J@ ax 7. J(sex’ x-cos x+ x7) dx
X 1-x 1+ cos 2x
8. Jrsec 2 x cosec” x dx 9. J @ -b"y dx 10. Jr(cosh X + 1_ dx
a bl+X2 J—

11. I_l_ ax 12. Ix3 —Cos X + 4 ax 13.]% ax
cosh X + sinh X ,/; -1 1 —cos 2x
2
sec X . log x
14. szex dx 15. j Trtanx & 16-I2xsm(x2+l)dx 17. I%dx
( ) _
18. f 1 dx 19.] 2 dx Zo.f 21. J sin X ax
8+ 2x 25 +9x \_/9X -1 sin( @ + X)
8 dx 2 X Xe (1 +Xx)
22. J7= 23.Joxe” dx 24. J—rng 25. J—ﬁ dx
1+ 5x 1+ x cos (xe)
2x +1 log X 1 1
26, | Xt g Jeosogx g | o ] "
X +x+1 X X log x[log(log X)] (X+3W x+2
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-1 .
30. |sintan )xgx 31.)___ 1 dx  32.)COSX+SInX gy 33.Jsin * xax
1+x 1 + sin 2X A1 + sin 2x

34, J.tan6 X dx 35. ,[sec5 x dx 36. ,[co sec’ X dx 37. Jcot Y xdx

38. Icosg X dx

12. DEFINITE INTE3GRATION

3 2X m m
1. Ioa(aZX—X3)dX Z'J- ;dx 3._. 2 + cosB db 4.Jsin3Xcos3 x dx
21+ X 0 0
2 m/2 oS X a 1
5. 011-x dx 6. | - dx 7. )2 P dx 8. ) xe *dx
0 1+cC 0 0
-m/2
4 2 o) 1 1
9. )X _ dx 0 Jzi_d 1. )1 dx 12.)__ 1 dx
01+X '_1X2+2 X 0;3—2X ol + X
72 dx . w2 sin’ x
13 _— 14~.| dX 15. J—s_ ax
"5 4+5cosx X+ 1 , Sin X +cos X
ljz Xsin X ’ N log(1 + x)
16. dx 17..rx a-x)dx 18 |xVo—xadx 19.) 9 dx
o NI-X ¢ ) ‘JU JU L+x

5/2
n2 CcoS X m/3 \/m m2 m/2 . 5

ivieandx 2l ) T/——F—dx 22 Xsin xdx 23.)sin Xcos xax
o | e 2 e |

mi2 m/2 2
24. _[ sin ° xcos' xdx 25 [sin® xcos® xd 26. Jpsin * xcos® xadx
0 0 0
m?2 mi2 mi2 m2
.2 4 . .
27, Jsin? xcos' xox 28. J sin'® X dx 29. J cos'' x dx 30. J cos | Xsin® xax
-m/2 0 0 0
™2 2 m/2
.4 4
31. Jsm X cos X dx 32‘_. X3/%/2—X dx 33. J tanS xcos8 xdx
0 0 0
m 2m
3
34. J‘(1 + cos)” dx 35. J (14cos x) > (1 =cos x ) dx.
0 0
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13.DIFFERENTIAL EQUATIONS

1. Form differential equation of the following family of curves by eliminating parameters given
in brackets.

1) xy=ae* +be” “(a,b)
2) y=(a+bx)e;(a,b

3) y=acos(nx+b)(a,b)
4) y=ae’* +be*”* (a,b
5) y=ax’+bx(a,b)

6) ax>+by’ =1(a,b)

d X +
1. Solve the differential equation =~ =¢**”
dx
2 dy ay
2. Solve the differential equation y -X —=a y+X o
dx dx
o dy Y, +2y
3. Solve the differential equation ___ =
ax x-1
4. Solve the differential equation dy _XQlogx+1)
dx siny+ycosy
dy
5. Solve the differential equation =sin(x + y) + cos( X + y) dx
2
6. Solve the differential equation ﬂ =L2-
d  (x-9)
d
7. Solve the differential equation y=4( 23V _ ¥
dx
dy
8.  Solve the differential equation ~ =2 ytanh x dx
dy_
9.  Solve the differential equation ~ =Tan” (X + y) dx
d
10. Solve the differential equation yy;e =Yy x2e
ax

1. Solvedy=y’-2xy
ax® - xyx

2. Solve dy=x’+y
ax2xy
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hat

e

6.

~

el

N

Solve &y = x*+y

gxzzx
X —_
Solve _y = _y
dx X+

Solve ‘_jZ -_2xy
ax X+

Solve dy = (x+y’
dx2 2x

Solve &Y =_ X
dx x°-

Solve(y2—2xy) ax+ (2 xy—xz)dy=0

Solve 2 x—y)dy=Q2 y- x)dx

10. Solve dy = ( x + »

dx  2X

Find the order and Degree of the following:

1.

d,y

=P

ydx2

d3y2 _3 dy"'z‘
dmx

2 3 6/5
q. y2+011 =6y
ax ax

y=c(x- c:)2

14.PREMUTATIONS & COMBINATIONS
If nps = 1680 find the value of n?
If (n+1)ps:nps =3:2then find the value of n?

Find the number of ways of permuting the letters of the word, PICTURE so hat
(1) all vowels come together
(ii) no two vowels come together

(iii))  The relative position of vowels and consonants are not disturbed.
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10.

11.

12.

13.

14.

15.

16

If the letters of the word PRISON are permuted in all possible ways and the words thus
formed are arranged in dictionary order. Find the rank of the word ‘PRISON’.

Find the sum of all 4-digit numbers that can be formed using the digit 1, 3, 5, 7, 9.

Find the number of 4 letter words that can be formed using the letters of the word. PISTON

in which at least one letter is repeated.
Find the number of ways of seating 5 Indians, 4 Americans and 3 Russians at a round table
so that
(1) all Indians sit together
(i1) no two Russians sit together
(iii))  Persons of same nationality sit together.
Find the number of different chains that can be prepared using 7 different coloured beads.
Find the number of ways of arranging the letters of the words
(1) INDEPENDENCE  (ii) MATHEMATICS (iii) SINGING
(ivy PERMUTATION (v) COMBINATION (vi) INTERMEDIATE
Find the number of ways of selecting 4 English 3 Telugu and 2 Hindi books out of 7
English, 6 Telugu and 5 Hindi books.
Find the number of ways of selecting 11 member cricket team from 7 batsmen 6 bowlers
and 2 wicket keepers so that team contains 2 wicket keepers and atleast 4 bowlers.

4
Prove that > Cy+ Z (29-r) Cs =0 Cy.

r=0

If ncy; = ney7 find 50C,
4

simplify ** Cs+» ") ¢,
r=0

Find the number of ways of forming a committee of 5 members out of 6 Indians, and 5

Americans so that always the Indians will be in majority in the committee.
If a set A has 12 elements find the number of subsets of A having

(1) 4 elements (ii) Atleast 3 elements (iii) At most 3 elements.
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10.

11.

12.

15.PROBABILITY

Find the probability of throwing a total score of 7 with 2 dice.

A page is opened at random from a book containing 200 pages what is the probability that
the number on the page is a perfect square.

If A and B are events with P(A) = 0.5, P(B) = 0.4 and P(A N B) = 0.3 find the probability
that (i) A does not occur (ii) neither A nor B occurs.

Find the probability that a non-leap year contains (i0 53 Sundays (ii) 52 Sundays only.

Two dice are rolled. What is the probability that none of the dice shows the number “2°?

In an experiment of drawing a card at random from a pack, the event of getting a spade is
denoted by A and getting a pictured card (King, Queen or Jack) is denoted by B. Find the
probability of A, B, ANBand AUB.

A, B, C are 3 news papers from a city. 20% of the population read A, 16% read B, 14%
read C, 8% both A and B, 5%, both A and C, 4% both B and C and 2% all the three. Find

the percentage of the population who read at least one news paper.

If two numbers are selected randomly from 20 consecutive natural numbers, find the

probability that the sum of the two numbers is (i) an even number (ii) an odd number.
A bag contains 12 two rupee coins 7 one rupee coins and 4 half rupee coins. If three coins
are selected at randam then find the probability that
(1) The sum of three coins is Maximum
(i1) The sum of three coins is minimum
(iii)  Each coin is of different value.
A pair of dice is thrown. Find the probability that either of the dice shows 2 when their
sum is 6.
Let A and B be independent events with P(A) = 0.2, P(B) =0.5.
Find (i) P(A/B) (ii) P(B/A) (iii) P(A N B) and P(AUB) .
If A, B, C are three independent events of an experiment such that P(A N BN cC )= :11 ,

PANBNCY) =1, PA°NB NC )= . Then find P(A), P(B) and (P(C).
8 4
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13.

14.

15.

16.

17.

18.

19.

20.

A pair of dice is rolled. What is the probability that neither dice shows a 2 given that they

sum to 7.

If A, B are two events with P(A U B) = 0.65 , P(A N B) = 0.15 . Then find the value of
P(AC) + P(BS).

A pair dice is rolled. Consider the events A = {1,3,5}, B ={2,3} and C = {2,3,4,5} find
(1) P(ANB),P(AUB) (ii)) P(A/B) ,P(B/ A)

(iii)) P(A/ C),P(C/A) iv) PB/C),P(C/A)

Suppose A and B are independent events with P(A) = 0.6 , P(B) = 0.7 . Then compute
(i) P(A N B) (ii) P(AUB) (iii) P(A/B) (iv) P(A € N BS)

A problem in calculus is given to two students A and B whose chances of solving it are

I 1

_and __ respectively. Find the probability of the problem being solved if both of them
34

try independently.

Three screws are drawn at random from a lot of 50 screws, 5 of which are defective. Find
the probability of event that all 3 screws are non-defective assuming that the drawing is
(i) with replacement (ii) without replacement.

The probability that a boy A will get a scholarship is 0.9 and that another boy B will get is
0.8. What is the probability that atleast one of them will get the scholarship.

If A, B are two events then show that

P(A/B). P(B) + P(A/B€). P(B ) =P(A)
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